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Abstract

Cities are engines of economic development, but the world economy’s ability to reap the benefits of
urbanization is limited by the costs of urban scale. Urban costs depend on commuting costs and the city’s
capacity to expand up and out. These three dimensions of cities’ urban costs combine to form a city’s
urban cost elasticity, which measures how urban costs scale with population size. Using a structural
model and geospatial data on over 10,000 cities, I measure urban costs globally. Cities in developing
countries grow by building out, rather than up, even though residents face higher transportation costs.
Compared to cities in the developed world, developing nations’ cities have urban cost elasticities that are
35% higher. Embedding my estimates of urban costs in a quantitative spatial model featuring a system
of cities and rural-to-urban migration, I find that high urban costs have large implications. Lowering
urban cost elasticities to the average level observed in the United States would raise welfare in developing
nations by 66%, six times the gains in the rich world. One third of the gains in the developing world are
driven by general equilibrium responses, as workers both move out of agriculture and reallocate to more
productive cities. To examine how policy might achieve these gains, I focus on urban road paving, which
I find to be a cost-effective way to reduce urban costs in developing economies. Additionally, high urban
costs not only affect economic development, but also hinder the efficacy of urbanization as a climate
change adaptation strategy.
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Benny Kleinman, Hugo Lhuillier, and Jeanne Sorin. I thank Ryden Iwamoto for excellent research assistance. All errors are my
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1 Introduction

Cities around the world look different. Compared to cities in high-income nations, cities in the developing

world have lower building heights, sprawl more, and are considerably denser, especially in their downtowns.

In this paper, I argue that differences in urban form around the world reflect differences in urban costs:

barriers to urban development. A city’s urban costs depend on geophysical and regulatory constraints on

development and its quality of transportation infrastructure. Urban costs matter because, by limiting the size

of cities, they limit an economy’s ability to take advantage of the vast productivity benefits associated with

urbanization. This paper asks, what barriers do cities around the world face to expanding, how do these

barriers mediate the effects of urbanizing shocks, and what would the aggregate welfare gains be if these

barriers were reduced? While substantial attention has been paid to quantifying the agglomeration benefits

associated with urban life, this paper develops a framework to measure urban costs around the world and

quantify their importance for national welfare.

Several facts suggest large economic gains from reallocating workers to the urban sector. First, there are

large rural-urban wage gaps and substantial economic returns from rural-to-urban migration in the develop-

ing world (Gollin et al., 2014; Bryan et al., 2014).1 Second, more populous and denser cities pay higher

wages, controlling for selection on workers’ unobserved abilities.2 Moreover, urbanization may be an effec-

tive climate change adaptation strategy, as climate damages are concentrated in agricultural sectors. However,

urban costs limit both the economic benefits of urbanization and its efficacy as a climate adaptation strategy.

If commuting costs or housing prices are high, or if the physical expansion of cities is burdensome, then it is

difficult for people to agglomerate in space.

Understanding how urban costs affect economic development requires rich data on cities around the world.
1While these wage gaps may reflect the negative selection of low-productivity workers into agriculture necessary to relieve a

nation’s ‘food problem’ (Lagakos and Waugh, 2013) or the positive selection of high-productivity individuals to skill-intensive
cities (Young, 2013; Behrens et al., 2014; Herrendorf and Schoellman, 2018), the literature nonetheless documents sizable returns
for urban migrants (Lagakos et al., 2020). Gollin et al. (2021) provides suggestive evidence that urban wage premia in sub-Saharan
Africa do not reflect compensating differentials for poor urban amenities. See Lagakos (2020) for a review.

2The literature finds estimates of wage elasticities to population and density around 3-5% globally. See Combes and Gobillon
(2015) for a review of the literature estimating agglomeration elasticities. There is suggestive evidence that these elasticities may
be higher in developing nations (Chauvin et al., 2017; Ahlfeldt and Pietrostefani, 2019). The literature has also paid considerable
attention to the dynamic effect of moving to cities on workers’ productivity. As sites of social interactions, cities foster human capital
accumulation (Jacobs, 1969; Lucas, 1988; Crews, 2023), and empirical work documents steeper wage profiles for workers that move
to cities (De La Roca and Puga, 2017; Lhuillier, 2023; Hong, 2024). The framework of this paper is static, but accounting for the
dynamic gains of increased urbanization is an exciting avenue for future research.
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Traditional data sources on cities’ wages, floorspace prices, and commuting patterns are not available with

anything resembling worldwide coverage. Such data are particularly sparse in the developing world. To

overcome the challenge of data availability, I combine theory and satellite data on cities’ urban form – their

physical characteristics and spatial organization – to understand differences in urban costs around the world.

Data on urban form are available for all cities. Moreover, these data are useful, because it allows me to

infer urban costs from cities’ spatial patterns of development: whether they have accommodated demand for

floorspace by building vertically, horizontally, and relatively more in the urban core than the periphery.

I measure urban costs and quantify their importance in three steps. First, I develop a quantitative theory of

cities that captures the key tradeoffs associated with urban scale and how they are reflected in urban form.

Second, I use this theory to guide measurement of the parameters that determine the costs associated with

scaling cities. Third, I embed my estimates in a general equilibrium model of an urban system which I

calibrate to match data on over 10,000 cities in over 150 countries. I use the calibrated model to understand

how urban costs affect a nation’s level of economic development, how they shape a nation’s ability to adapt

to climate change, and study cost-effective policies to improve cities.

To inform my theory of cities, I document facts on how urban form varies around the world. Cities in

the developing world (defined as having GDP/capita < $4,000) do not resemble those in the rich world

(GDP/capita> $20,000). First, holding a city’s total income fixed, which controls for differences in demand

for floorspace drive by city size or income per capita, cities in the developing world build out, not up, in

contrast to their counterparts in higher income per capita countries. For example, both Barcelona, Spain and

Manila, Philippines have a GDP of around 100 billion USD, but Barcelona is 60% taller3 and Manila’s land

area is well over 200% larger. Second, the internal structure of cities varies around the world. In developing

cities, there is more built volume in the urban core relative to the periphery. In particular, the ‘skyline slope’

is steeper in developing cities: built volume declines faster with distance to the downtown than in rich-world

cities.

I use these features of the urban landscapes across cities to measure urban costs. To do so, I develop a

quantitative model of cities and an agricultural sector. In the model, differences in urban form reflect key

parameters of the technologies that govern a city’s capacity to expand. Cities crowd population at their core
3I define a city’s average height as built volume divided by developable land area, so this contains not only the height of structures,

but also the height of potentially developable land, like parks and parking lots.
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relative to their periphery if supply or demand for floorspace is greater in the city center. Supply is constrained

by the capacity to build up, while demand depends on the transportation technology available in each city.

Additionally, cities absorb population by building horizontally. Horizontal expansion offsets the costs of

building up, but flattening cities increases the length of commutes and reduces the economies of density

that make cities productive.4 All three of these aspects of the cities’ building and transportation technology

determine both the level of urban costs in each city, and each city’s urban cost elasticity, which shapes how

the costs of urban life scale with population size (Combes et al., 2019). My model incorporates key features

from the urban and development literature. First, cities are monocentric and their internal structure depends

on the transportation technology available in the city. Second, the economy is a dual-sector model, like that

of Lewis (1954), with a traditional (agricultural) sector subject to decreasing returns and a modern (urban)

sector subject to increasing returns. In contrast to Lewis (1954), in my model agricultural population is not

in unlimited surplus nor is it perfectly elastically supplied to the urban sector. Finally, the model features a

system of cities that vary in their technology, like Henderson (1974) or Desmet and Rossi-Hansberg (2013).

Unlike these frameworks, in my model, cities are linked through costly trade and costless migration, following

standard assumptions in quantitative economic geography (Allen and Arkolakis, 2014; Redding and Rossi-

Hansberg, 2017).

The model generates several log-linear estimating equations that I use to recover three components of the

cities’ technology: a city’s ability to build up (the floorspace supply elasticity), to build out (the land supply

elasticity), and the commuting cost elasticity. First, a city’s skyline slope reveals the product of the commut-

ing cost and floorspace supply elasticities. The empirical challenge is to disentangle the two. The relationship

between the average height of a city and its average income per square kilometer is informative of a city’s

floorspace supply elasticity. However, this relationship may reflect reverse causality: cities that are productive

in building floorspace have lower floorspace prices, drawing in labor, making these cities larger and richer

in equilibrium. Consequently, I instrument for a city’s income per capita, controlling for population density,

to identify the floorspace supply elasticity. I use model-generated instruments that recover the component

of wages driven by a city’s fundamental productivity, but not equilibrium prices nor endogenous productiv-

ity. Fundamental productivity is a valid instrument in this setting as it disentangles components of a city’s

wage that are driven by exogenous productivity in producing goods (for example, if it is resource-abundant)
4In the model, this channel operates by assuming that agglomeration forces operate through residential density.
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from general equilibrium effects driven by a city’s size and its position in the intercity trade network. To

recover land supply elasticities, which govern how responsive a city’s footprint is to changes in land rents at

its periphery, I use time series variation on urban growth in terms of area and income. Using the time series

obviates the need for instruments as it allows me to control for city and region-year fixed effects that net out

the level and changes in horizontal building productivity. Cities in the developing world have both higher

commuting costs and less elastic floorspace supply. Land supply elasticities are heterogeneous around the

world and are primarily driven by differences in land availability.

I combine the estimated parameters to construct each city’s urban cost elasticity, which is the elasticity of a

city’s consumption-equivalent utility to city population, holding wages and traded goods prices fixed. In my

framework, the urban cost elasticity is a land-supply weighted average of congestion elasticities from rising

floorspace prices and longer commuting costs. On average, cities in developing economies have urban cost

elasticities that are 35% higher than those of rich world cities. The largest driver of differences in urban

cost elasticities across nations is differences in transportation technology, captured by the commuting cost

elasticity.

I calibrate the model for nearly all countries to match their cities’ population, output, building and transporta-

tion technology, and each country’s intercity trade network and agricultural sector size and share of national

income. To assess the macroeconomic impact of high urban costs, I first consider a counterfactual in which

a nation’s average urban cost elasticity is lowered to the average level observed in the United States, which is

close to the global technological frontier. This yields large welfare gains around the world. On average, in the

developing world, welfare rises by a staggering 66%, and the share of population living in cities rises by 8.5

percentage points. In the rich world, welfare rises by 11% and the size of the urban sector barely responds.

In the developing world, around 20 percentage points of the welfare gain is driven by general equilibrium ef-

fects, as workers move out of agriculture and reallocate to more productive cities. This exercise underscores

the potential scope for lower urban costs to foster economic development.

To study one type of policy that might achieve these gains, I focus on road paving. Many developing world

cities are substantially under-paved, and the costs of road paving are well understood. For example, I find that

only 50% of urban roads in Nigeria are paved. The benefits of transportation infrastructure are difficult to

monetize, which may explain why developing countries have under-invested in these technologies. I use data
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on cities’ transportation technology to estimate the effect of road paving on my estimates of cities’ commuting

cost elasticity and find that a 10pp increase in the share of roads paved lowers the commuting cost elasticity

by over 3%. To assess the efficacy of road paving as a policy, I implement a policy in which each country can

spend at most 1% of baseline GDP on road paving. Countries use those funds to pave urban roads starting

in the most productive city first, and working down the city size distribution until funds are exhausted or all

cities’ roads are paved. The policy has little bite in the developed world, but it is cost-effective in many parts

of the developing world, raising national welfare by well over 1%.

Finally, I study how the macroeconomic implications of climate change depend on the quality of a nation’s

cities. Climate change is anticipated to drive rural-to-urban migration, especially in the developing world,

as increased temperatures diminish agricultural livelihoods (Castells-Quintana et al., 2018; Burzyński et al.,

2021). Using time series variation in nations’ agricultural temperature and their share of population living in

cities, I demonstrate that rises in global temperature are contributing to urbanization in the hottest countries,

defined as having an average annual temperature over croplands above 20◦C. These effects are consistent with

past literature that has examined climate-driven urbanization only in sub-Saharan Africa (Barrios et al., 2006;

Henderson et al., 2017). I find that the regions of the world that are most negatively affected by climate change

have some of the highest urban cost elasticities, making their cities ill-equipped to absorb climate migrants.

This mechanism amplifies heterogeneity in the cost of climate change across nations. Controlling for the

size of climate damages and the baseline level of urbanization, doubling a nation’s urban cost elasticity is

associated with an 8 percentage point decline in welfare from a 1.5◦ rise in global temperature.5

Related literature This paper relates broadly to three bodies of work. First, it contributes to the literature

examining global urban patterns by providing new facts on how cities’ internal structure varies globally. Sec-

ond, it advances the literature that examines city-level policy interventions using quantitative spatial models

by developing a framework to understand the aggregate and distributional implications of such changes across

countries. Third, by studying the determinants of the overall size of the urban sector and the population dis-

tribution across cities, this paper contributes to the literature on how the spatial (mis-)allocation of productive
5In a similar spirit, I additionally examine the relationship between agricultural productivity increases and urbanization in my

model. Increases in agricultural productivity put downward pressure on agricultural prices and incentivize workers to reallocate to
cities. Holding fixed the size of the agricultural productivity shock, the anticipated amount of urbanization depends on a nation’s
average urban cost elasticity: among nations that are poorly urbanized at baseline, those with high urban costs urbanize much less
than nations with cities more capable of expanding. However, as my model omits international trade and nonhomothetic preferences,
I view this as suggestive evidence that high urban costs can imply different speeds of structural transformation across space, rather
than providing the final word on the matter.
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factors affects macroeconomic aggregates.

Several recent papers have studied various aspects of cities globally using geospatial data. Akbar et al.

(2023a) and Akbar et al. (2023b) document that there are large differences in urban speed around the world,

primarily driven by differences in freeflow speed. They find that cities in the rich world are 50% faster than

those in developing nations. Harari (2020) documents that cities’ spatial layout affects their growth and

amenity value in India. I provide a quantitative framework that links a city’s characteristics like speed and

urban form to its size. The studies most closely related to the empirical component of this paper are those

by Jedwab et al. (2021) and Lall et al. (2021a), both of which study how cities’ physical characteristics vary

with city and national income. Jedwab et al. (2021) restrict their attention to around 1,000 large agglom-

erations and report relationships between urban income and city height and area similar to those presented

in this paper. Lall et al. (2021b) and Lall et al. (2021a) also document relationships between urban form

and city income.6 The regressions reported in those papers lack a structural interpretation of the estimands

and a consideration of potential endogeneity biases that confound the identification of model parameters. I

additionally use information on cities’ internal structure to understand differences in urban form globally.7

I propose and quantify a theory of cities that explains variation in urban form as driven by differences in

the building and transportation technology available around the world. I measure components of the these

technologies using model-consistent regressions, and I use my estimates to perform counterfactual analysis

with a quantitative spatial model of the world. Two existing papers use frameworks similar to mine to answer

related questions. First, Ahlfeldt et al. (2023) use data on the construction of tall buildings in cities glob-

ally to quantify the welfare gains with changes in building technology since 1975, while Coeurdacier et al.

(2022) use data on changing agricultural and urban land-use patterns in France to understand how structural

transformation has affected how cities grow. Unlike these papers, I focus on all aspects of urban costs: the

ability to build up, out, and transportation technology, and apply it to all cities around the world.

Second, this paper examines the aggregate effects of city-level policy interventions using tools from quan-

titative spatial economics. Past research has used case studies to understand the effects of changes to trans-
6There is also a large remote-sensing literature on the spatial patterns of urban development around the world. For example,

Frolking et al. (2024) analyze how urban land use patterns have changed over time using satellite data, and find that Asian cities
have shifted from building horizontally to building vertically.

7In a similar spirit, Mills and Tan (1980) collate population density gradient estimates for under 100 cities, and, similar to this
paper’s findings, finds steeper population density gradients in developing countries. Liotta et al. (2022) compute population density
and rent gradients for 192 global cities to test predictions of the monocentric city model and find that the vast majority of cities
globally have negative population density and rent gradients, consistent with theory.
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portation technology within cities. For example, the effect of introducing Bus Rapid Transit systems on

urban residents’ welfare has been studied in Jakarta, Indonesia (Gaduh et al., 2022; Kreindler et al., 2023),

Bogota, Columbia (Tsivanidis, 2023) and Dar es Salaam, Tanzania (Balboni et al., 2020).8 Unlike these

papers, this work moves beyond case studies and studies how city-level policy interventions matter for the

macroeconomy by accounting for equilibrium interactions across all cities within a country. My framework

provides less detailed treatment of city structure in order to be comprehensive and draw comparisons around

the world. Moving beyond case studies meets the demands from policymakers. For example, the World Bank

writes that in Indonesia, congestion forces ‘limit the productivity gains of agglomeration’ and Indonesia must

‘[a]ugment the coverage and quality of basic services and infrastructure for all people in all places’ (Roberts

et al., 2019). My framework is designed to assess the aggregate implications of high urban costs across all

countries and quantify the potential welfare gains associated with reducing such costs.

Third, this paper is about the role of cities in determining national welfare, and the urban costs which limit

their size. Most similar in spirit to this work is that of Bryan and Morten (2019), who develop a model of

frictional interregional migration, which they use to estimate the aggregate productivity effects of reducing

migration barriers in Indonesia, or Desmet et al. (2017) who study the productivity effects of relaxing migra-

tion barriers in Asia. Lagakos et al. (2023) study the welfare gains of rural-to-urban migration in a dynamic

model in which seasonal migration occurs as a reaction to uninsured negative shocks faced by agricultural

households. Unlike these papers, which focus on the barriers faced by agricultural migrants, I instead focus

on cities’ urban costs, which limit their size.9 Au and Henderson (2006) estimate agglomeration benefit and

urban cost elasticities for cities in China, and find that Chinese cities are undersized relative to the social

optimum. Desmet and Rossi-Hansberg (2013) study misallocation across cities. They examine how level

differences across cities in the labor wedge contribute to labor misallocation across cities, and find that were

these differences eliminated, there would be much larger gains to labor reallocation across cities in China

than the United States. My framework allows me to study the macroeconomic impact of differences in cities’

building and transportation technology across cities for the entire world.

The rest of this paper is organized as follows. First, in Section 2, I show aggregate facts about cities globally.

I then present a quantitative model of cities aimed at rationalizing these facts in Section 3. In Section 4,
8See Bryan et al. (2020) for a review of this literature.
9In my model, I allow for a finite elasticity of rural-to-urban migration with respect to changes in urban utility, but do not model

bilateral migration costs, as I lack global bilateral data on rural-to-urban migration patterns.
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I use model-implied estimating equations to recover urban costs for all cities around the world. I embed

these estimates in my quantitative spatial model and perform counterfactual analysis in Section 5. Section 6

concludes.

2 Urban form around the world

This section presents facts on how cities differ globally, in terms of their physical characteristics and their

internal structure. I use data from the Global Human Settlement Layer (GHSL). In the data, a ‘city’ is an

urban agglomeration of more than 50,000 people defined in a consistent way across space using remote-

sensed data on the density of built up structures, and does not make reference to political boundaries. I

combine this with data from the GHSL on built volume at a resolution of 100m×100m. I augment these data

with my own measures of city GDP extrapolated from nighttime luminosity, and use the GHSL’s measure of

population, which comes from Gridded Population of the World. I describe all data in detail in Section 4.1.

2.1 City height, area, density, and income

I first examine how cities differ around the world in terms of physical aggregates like height and area, as well

as average population density. I split countries into whether they are low-income (GDP/cap < 4000 USD in

2015), middle-income, or high-income (GDP/cap > 20,000 USD). A city’s average height is defined as the

total built volume in the city divided by the amount of developable land, so this definition includes developed

areas of a city with no height, like roads and parks, and not just the height of structures. Area is measured

as the total built up area in km2.

I ask how the characteristics of a city depend on its nation’s level of development. I condition on city in-

come, so differences in urban form around the world are not exclusively driven by differences in demand for

floorspace, but instead technology or institutions. That is, cities in the developing world may look different

than those in the rich world simply because they are smaller or poorer.10 To condition on city income, I run
10In the model presented in Section 3, it is sufficient to control for city income to hold demand for floorspace fixed.
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Figure 1: Log point differences in urban form variables, for cities in low-income nations relative to high-
income nations, conditional on city GDP. Confidence intervals computed using robust standard errors. A
version with middle-income nations’ city characteristics is available in Appendix Figure A1. Middle-income
nations cities’ are on average taller than those in the high-income nations (primarily driven by cities in China),
but the other patterns persist.

regressions of the form,

log yi = θL1(i ∈ low-income nation) + θM1(i ∈ middle-income nation)

+ f(GDPi) + Primatei + ei,

where f(GDPi) represents twenty dummy variables for ventiles of the log of city GDP and a second order

polynomial in log city GDP, and Primatei is a dummy for whether a city is the largest in its country. I

include this control because primate cities are often the focal site of government-led development, especially

in nations with weak states (Ades and Glaeser, 1995). The dependent variable, yi, is city characteristics like

height and area. The coefficients θL and θM capture how much, e.g., shorter, cities are in low- or middle-

income nations in percent terms.

Figure 1 plots θL estimates for different city characteristics. Fixing city income, cities in the developing world

are 20% shorter than their counterparts in developing nations. However, cities in low-income nations have

footprints that well over 150% larger. This suggests that cities in the developing world have accommodated

demand for floorspace by building out, not up. There are either barriers to vertical development in the
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developing world, or horizontal barriers to development in the rich world.

Despite occupying a larger land area, developing world cities are over twice as dense, as measured by pop-

ulation per square kilometer. This is because developing cities are much poorer, so fixing city income,

developing cities have a much larger population. While developing cities are on average denser, that density

is distributed within the city differently. In the fourth column of Figure 1, I measure the ratio of average

height in the urban core (the 50% of city area surrounding the downtown) relative to the periphery (defined

by the remaining area). On this dimension, developing world cities are 21% taller in the core relative to the

periphery. While the relationship between city income and height and area have been reported elsewhere (see

Jedwab et al., 2021), this fact is new. In other words, developing-world cities are not only more crowded, but

their downtowns are relatively more crowded too.

2.2 Cities’ internal structure

To better understand differences in cities’ internal structure around the world, I study cities’ ‘skyline slopes,’

by which I mean the gradient of built volume per unit land with respect to distance to the downtown. This

is a convenient way to study cities’ internal structure because every city has a skyline – some more iconic

than others – that follows a similar spatial pattern. Built volume per unit land tends to be larger in the urban

core, where most households agglomerate, than the periphery. This pattern captures not only the height of

structures in the urban core relative to the periphery, but also the thinning out of cities: relatively more urban

land is undeveloped in periphery. It is this common pattern across cities that early urban theory explained as

the result of households trading off commuting costs (which are high at the periphery) with land rents (which

are high in the core).

In the left panel of Figure 2, I display a local polynomial smoother of log of built volume per unit of devel-

opable land (average height) as a function of distance to a city’s central business district (CBD) across cities

in low- and high-income nations, normalized to the average height in the downtown. Compared to cities in

the rich world, those in low- and middle-income nations have substantially steeper skylines. This pattern

is consistent with there being relatively more built volume in the urban core relative to the periphery. This

pattern holds when looking across all countries instead of country bins. The right panel of Figure 2 plots the
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Figure 2: Left: A local polynomial smoother of built volume against the log distance to the CBD, normalized
to 0 at 1km across all cities with a radius of at least 5km in low- and high-income countries. A version with
middle-income countries shows the same pattern and is available in Appendix Figure A2. Right: the average
built volume gradient with respect to distance to the CBD across all cities in countries with more than 20
cities against a nation’s GDP/capita in 2015. I plot a local polynomial smoother and its 95% confidence
interval in orange, and highlight some major countries.

average slope of a city’s skyline across all cities in a nation against the nation’s GDP/capita. Compared to

the richest nations, cities in the poorest nations have skylines that are on average 33% steeper. Section 4.2

details how I estimate these slopes.

Greater built volume density in the urban core relative to the periphery can reflect either a greater demand

or supply for floorspace in the urban core. In the theory I detail in Section 3, demand for the urban core

decreases in the quality of a city’s transportation infrastructure. When commuting is costly, agents desire to

live closer to the CBD, bidding up floorspace prices, incentivizing development, and ultimately resulting in

a steeper skyline.

In summary, compared to cities in high-income nations, cities in the developing world accommodate demand

for floorspace by building out, not up, yet pack in built mass relatively more in their urban cores.
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3 A quantitative model of an urban system

I introduce a general equilibrium model rich enough to show how differences in urban form affect aggregate

outcomes and simple enough to be estimated using the limited geospatial data available for all cities in the

world. My goal is to endogenize both average density, height, and the area of cities, as well as the spatial

distribution of floorspace within cities, and provide a framework to understand the aggregate impact of these

city-level differences that can be quantified with these data. In the model, each country is a closed economy

consisting of monocentric cities and an agricultural sector.11 Agents choose whether to live in a city, in which

city to live, and where in that city to live. A continuum of competitive developers construct floorspace and

urban land. Cities produce urban varieties traded across cities, while the agricultural sector produces the

numeraire good.

In what follows, I layout the model environment, preferences, technology, and equilibrium definition, fol-

lowed by some discussion on the assumptions made. I then characterize the equilibrium.

Environment A nation n is composed of In cities indexed by i, with the index i = a denoting the agricultural

sector. There is a mass Ln of ex-ante identical households that choose whether to work in the agricultural

sector or urban sector, and conditional on working in the urban sector, decide in which city to live and their

residency location (x, ϕ) given in polar coordinates, where x denotes distance to city’s central business

district (CBD). As the model is of a single nation in autarky, I omit n subscripts in this section.

Cities are circular and have an endogenous radius Xi. I restrict my attention to symmetric allocations – i.e.,

at each x, allocations are identical over ϕ – so it is sufficient to consider the location choice over x. All urban

production takes place at the CBD, to which agents commute for work.
11I model nations in autarky to abstract from the role trade plays in the urbanization process. In my model, international trade

would mediate how goods prices move in counterfactuals, depending on the extent to which goods markets clear nationally or
internationally. Many developing countries are agricultural exporters, so price fluctuations driven by rural-to-urban migration would
be dampened by including international trade. This would amplify the welfare effects of rural-to-urban migration I study in Section
5. Some work has theorized on the effect of trade openness on urbanization. Trade may impede urbanization by encouraging
specialization in the production of agricultural goods; indeed, the world’s least urbanized countries tend to be agricultural exporters.
Trade may also incentivize clustering at international gates (Hanson, 1998; Coşar and Fajgelbaum, 2016) raising the size of, e.g.,
port cities (Ducruet et al., 2024). Nagy (2022) finds that cities close to borders shrank after those borders moved in Hungary. I
capture international market access through a city-specific productivity term. As I am not interested in counterfactuals that change
trade costs, or spillovers from urbanization through the trade network, it is appropriate to hold these productivities fixed. In my view,
developing quantitative models of international trade and urbanization is a compelling path for future research.
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Households earn a wage wi, which finances their consumption of urban varieties, the agricultural good, and

floorspace. Competitive developers construct floorspaceHi(x) on each unit of land, after paying a fixed cost

to incorporate marginal land into the city. The urban radius Xi is pinned down when land rents are equal

to the fixed cost of urban land development. Urban development is absent in the agricultural sector, as is

the need to commute. Instead, in the agricultural sector, agents’ demand for floorspace is met by directly

consuming land; they live on the farm. This assumption means that in the agricultural sector, agents earn

their average product, as they own the land which they till. This is the assumption maintained in Lewis (1954)

and the formal models that it inspired; see Gollin (2014) for a review of the Lewis model and its applications.

Household preferences Households, indexed by ν, have Cobb-Douglas preferences over urban varieties,

agriculture, and floorspace. Alongside goods demand, they choose a city i or the agricultural sector in which

to live and work, and, if choosing to live in a city, they choose a distance x from the city’s CBD at which

to live. Agents’ location choice depends on a realization of an idiosyncratic preference shock, which is iid

across cities and the agricultural sector, but households do not receive preference shocks for locations within

cities. They inelastically supply labor and earn a wage wi if they live in city i. They solve,

max
{cj},h,i, x∈(0,Xi)

Ai(x)

(
C

α

)α(ψHh
β

)β (
ca

1− α− β

)1−α−β
ϵνi , C =

 I∑
j=1

c
σ−1
σ

j

 σ
σ−1

(1)

subject to the budget constraint
∑N

j=1 pjicj+ca+qi(x)h ≤ wi, where pji is the price of city j’s variety in city

i. The price of floorspace, qi(x), depends on the city and location x within a city in which an agent resides.

The term ψH reflects a quality-adjustment factor reflecting that while agents pay for units floorspace h, they

enjoy it depending on its quality, which I assume to be constant across cities within a country. I include this

quality adjustment term so that physical floorspace (observed in the data) does not capture quality-adjusted

floorspace, which may vary across countries.

An agent’s demand for floorspace in city i at x is denoted, hi(x), while in the agricultural sector, agents’

demand is denoted by ha. cij denotes demand for urban variety i by an agent that chooses to locate in j. An

agent’s indirect utility for location x in city i is vi(x), which will be equalized across all x within each city i

to a common level, vi. Indirect utility for agents living in the agricultural sector is denoted va.

The term Ai(x) is a city-site specific amenity. The term ϵνi is an idiosyncratic preference shock drawn iid
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across locations from a Fréchet distribution with location parameter 1 and shape parameter ε.

My treatment of preferences and budget constraints departs from standard assumptions in the system-of-

cities literature since Henderson (1974). Much of this literature assumes each household consumes one unit

of land; I allow households to flexibly adjust the amount of floorspace they consume and fix an income

elasticity of floorspace consumption to 1. Estimates of the income elasticity of housing demand range from

unit elastic to mildly inelastic. In the U.S., both Davis and Ortalo-Magné (2011) and Comin et al. (2021)

estimate a number near 1, as implied by Cobb-Douglas, while Albouy et al. (2016) and Finlay and Williams

(2022) estimate an elasticity closer to 0.7. In China, Murray and Sun (2017) estimate the same elasticity.

Malpezzi (1999) surveys estimates of housing demand price and income elasticities in developing economies

from earlier literature that broadly accord with these patterns.

Commuting costs Cities are exogenously characterized by their amenities supply function,

Ai(x) = Ãi · (x)−τi ,

where Ãi reflects a common, exogenous citywide amenity Ai, multiplied by city-specific constants; see

Appendix B.12 The component of amenities given by x−τi reflects commuting costs. I have assumed that

commuting costs are paid in utils, not dollars, to capture decreases in other amenities beyond the opportunity

cost of travel. Assuming wages deteriorate at rate τi does not meaningfully impact the model’s predictions.

Cities with a higher τi have a larger distance elasticity of commuting costs, reflecting worse urban transporta-

tion technology. This formulation abstracts from consumption differences across space driven by trade costs

within the city.

Urban development technology In each city, there is an infinite pool of identical potential developers. De-

velopers choose whether to enter, and upon entering, operate a technology at a single site to build floorspace

vertically after paying a fixed cost to incorporate marginal land into the city. The technology available to

builders for building floorspace Hi at distance x is,

Hi(x) =
Z̃Hi
ψH

c
γi

1+γi
a Ti(x, ϕ)

1
1+γi . (2)

12Ãi reflects Ai multiplied by a city-specific adjustment factor which ensures that the city specific elasticities (γi, τi) only affect
how utility scales with population, and not the effective level of utility in each city.
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At each location, available land is fixed Ti(x, ϕ) = 1. The term Z̃H
i

ψH captures fundamental productivity in

building floorspace, ZHi , and a quality-adjustment term ψH , multiplied by city-specific constants that ensure

the intercept of the floorspace supply curve does not depend on γi, as clarified in Appendix B. Fundamental

productivity in floorspace construction may differ across cities and captures one aspect of the level of urban

costs in a city. The quality adjustment term ψH is the same term that appears in the utility function and is

assumed to be constant across cities within a nation.

I assume a Cobb-Douglas production function for building floorspace vertically, which results in a constant-

elasticity supply function where the supply elasticity is γi. There is good evidence the production function for

floorspace is Cobb-Douglas. Epple et al. (2010), Ahlfeldt and McMillen (2014), and Combes et al. (2021) all

estimate the housing production technology in a variety of contexts and find that a constant expenditure share

on land and a elasticity of substitution between land and materials near one fits the data well. Heterogeneity

in γi across cities captures differences in geophysical and regulatory barriers to vertical development.13

To incorporate marginal land into the city, developers must pay a fixed cost Fi(x) that is rising in x,

Fi(x) =
Z̃Xi
ψX

(x)2/ρi

where Z̃X
i

ψX is a scaling of fundamental productivity in incorporating land into the city, ZXi and a quality

adjustment term, ψX , constant across cities in a nation, multiplied by city-specific scaling constants; see

Appendix B. Developers are competitive and take prices as given. A developer constructing floorspace at x

solves,

max
ca

qi(x)Hi(x)− ca − Fi(x), (3)

subject to the production technology (2). Developers only enter and construct floorspace so long as land

rents, ri(x) ≥ Fi(x), where, ri(x) = maxca qi(x)Hi(x)− ca.

The assumption that developers can build the city out, subject to increasing marginal costs is nonstandard.

In the quantiative spatial literature, land supply is typically assumed to be fixed (i.e., ρi = 0). In classical

urban models, the canonical assumption is that land is available everywhere at some constant reservation
13Gomtsyan (2024) also shows that financial constraints can hold back the construction of tall buildings in developing cities.
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price (i.e., ρi = ∞). I instead treat the land supply elasticity ρi, which is the elasticity of urban area supplied

with respect to land rent at the periphery, as a parameter to be estimated.14

Total development profits are,

Πi = 2π

∫ Xi

0
x
(
ri(x)− Fi(x)

)
dx.

Goods production Urban varieties are produced with a technology that exhibits external scale economies in

density,

yi = Zyi Li, Zyi = Z̄yi

(
Li
πX2

i

)ζ
.

Z̄yi is the exogenous component of goods productivity in city i. Letting ζ > 0, the endogenous component of

productivity represents myriad agglomeration economies present in cities like knowledge spillovers and labor

market pooling, which here are modeled as technological externalities. Urban producers are competitive in

goods and labor markets, and choose Li to maximize profits. Urban varieties are traded across locations

subject to iceberg trade costs δij ≥ 1, where I assume δii = 1.

My assumption on the urban goods technology varies slightly from standard representations in the spatial

literature. While I assume that external economies depend on density, which is a standard assumption, here

density, and not just urban population, is endogenous.15 The externality reflects two agents failing to inter-

nalize their effect on urban aggregates. First, urban goods firms under-hire, as they fail to internalize the fact

that more workers will increase city productivity (Zyi ) by engaging in productive social interactions and fa-

cilitating knowledge spillovers. Consequently, workers’ wages are too low. Second, atomistic developers fail
14In quantitative models of cities like those using the framework of Ahlfeldt et al. (2015), this assumption manifests through

assuming the (potential) number of sites workers and firms can occupy is held fixed. My assumption on the production of urban land
is a ‘reduced form’ representation of the urban developer’s problem. One microfoundation is that the easiest-to-develop locations
are built first, and so as a city expands, developers are incentivized to move up the land supply curve and build atop increasingly
difficult to develop land. In Los Angeles, for example, this means that an expansion of the urban extent requires building into the
Hollywood Hills, or for a city like Singapore to reclaim land from the sea. It may also reflect regulatory constraints, in addition to
geophysical ones. For example, both London and Seoul’s development is inhibited by a greenbelt that surrounds the city.

15Duranton and Puga (2020) argue that experienced (i.e., population-weighted), not average density is the appropriate measure
for understanding urban scale economies. My model gives a closed-form expression for this quantity as well,

2π

∫ Xi

0

x
Li(x)

Li
Li(x)dx︸ ︷︷ ︸

experienced density

=

(
1− τi

1 + γi
β

)
X

−τi
1+γi

β

i ·
(

Li

πX2
i

)
.

Thus, in my framework, experienced density is a scaling of average density that depends on the area of the city and parameters that
govern the urban technology. This leads to a direct effect of transportation technology (τi) and building technology (γi) parameters
on productivity, in addition to endogenous effects through how it affects the equilibrium average density in the city.
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to account for the fact that by spreading people out over a larger area, they reduce the number of productive

social interactions that occur, lowering their rents in equilibrium; land rents at the periphery are too high

relative to a social optimum. This feature of the model captures how differences in the urban technology

across space affect the benefit of scaling cities in size, even when ζ is constant across cities, as the elasticity

of density with respect to population, holding wages fixed is 1/(1 + ρi). This feature of the model does not

prove to be quantitatively important in Section 5.

In the rural sector, agricultural goods are produced with a constant returns technology in land and labor,

ya = Za(La)
1−µ(T ya )

µ,

and are freely traded.16 Agricultural producers choose La and T ya to maximize profits. I assume that agricul-

tural workers own the land on which they work, and so their compensation reflects wage income and rebated

land rents.

Equilibrium definition Given urban and rural fundamentals, {Āi, ZHi , ZXi , Z̄
y
i , ψ

H , ψX}, city-specific tech-

nological parameters {τi, γi, ρi}, production parameters {ζ, µ}, preference parameters {α, β, σ}, and trade

costs {δij}, an equilibrium is a population distribution across locations {Li}, across sites in cities {Li(x)},

city radii {Xi}, alongside floorspace prices {qi(x)}, goods prices {pi}, wages {wi}, and a common level of

indirect utility within each city {vi}, such that,

1. households, taking wages and prices as given, optimally choose i, x (if choosing a city), alongside

floorspace and goods demands, solving (1);

2. each developer, taking floorspace prices as given, solves (3);

3. developers enter at each x until land rents are equal to the fixed cost of land incorporation, so that at

Xi, ri(Xi) = Fi(Xi);
16This assumption is motivated theoretically by the fact that agricultural production can occur anywhere on land that is not urban,

and empirically by the fact that in my data, I do not observe the spatial distribution of agricultural activity and cannot recover trade
costs.
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4. the floorspace market clears at each (x, ϕ) in every city,

Hi(x) = hi(x)Li(x);

5. all urban households are housed somewhere,

2π

∫ Xi

0
xLi(x)dx = Li;

6. a spatial equilibrium holds within each city, so that (indirect) utility is equalized across all sites in the

city,

vi(x) = vi ∀x ∈ (0, Xi], ∀i = 1, ..., N

7. urban production firms, taking wages and prices as given, optimally choose labor demand;

8. agricultural producers choose La and T ya to maximize profits;

9. the labor market across cities and the agricultural sector clears,

∑
i=a,1,...,I

Li = L;

10. land rents in agriculture are rebated back to agricultural households;

11. the land market clears in the agricultural sector, so that,

Ta = T ya + haLa;

12. and the goods market clears all urban varieties, so that,

yi =

I∑
j=1

δijcijLj + δiaciaLa,

and development profits are consumed by absentee landlords on the numeraire good so that when the
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agricultural goods market clears,

Ya =
I∑
j=1

(
2π

∫ Xj

0
xca(x)dx+Πj + cajLj

)
+ caaLa,

where ca(x) reflects the demand from the developers constructing floorspace at distance horizon x.

Discussion My model rationalizes equilibrium gaps between agricultural and urban wages through several

mechanisms. First, the urban cost of living may be higher than it is in the agricultural sector, so that rural-

urban real wage gaps may be smaller than differences in nominal wages. Second, agricultural amenities may

be higher, which keeps workers in the agricultural sector. Agricultural amenities capture a variety of forces

that keep workers in the agricultural sector. For example, they may capture informal insurance through social

networks present in the agricultural sector (Munshi and Rosenzweig, 2016). Additionally, these amenities

may reflect a wedge driven by migration costs.17 Finally, the parameter ε, the migration elasticity, captures

how responsive migration flows are to changes in amenity-adjusted real wages across space. If the migration

elasticity is not infinite, the model can rationalize amenity-adjusted real wage gaps between sectors as existing

in equilibrium, as it assumes there is a mass of inframarginal agents enjoying their idiosyncratic component

of utility in each city and the agricultural sector. However, I do not consider urban unemployment as an

adjustment mechanism, as in Harris and Todaro (1970), as I do not have global data on urban unemployment.

3.1 Model solution

City structure I first outline a city partial equilibrium in which pi,wi, andLi are fixed (i.e., equilibrium con-

ditions 1-6) and then outline the model’s general equilibrium (conditions 7-12). All derivations are detailed

in Appendix B.

Combining households’ demand for floorspace (equilibrium condition 1) with the definition of a city’s spatial

equilibrium (condition 6) determines the gradient of floorspace prices,

qi(x) =

(
Ai(x)wiP

−α
i

vi

)1/β

∀x ∈ (0, Xi). (4)

17When migration costs are not bilateral, but instead are depend on an origin and destination component, they are not separable
from amenities, as in Desmet et al. (2018).
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Solving the developer’s problem (3), floorspace supply is isoelastic in its price, namely,

Hi(x) =
ZHi
ψH

qi(x)
γ
i . (5)

Using (4) and (5), the floorspace market clearing (condition 4), and labor market clearing (equilibrium con-

dition 5), it can be shown that the spatial distribution of population within cities is given by,

Li(x) =

(
1− τi

2

1 + γi
β

)(
x

Xi

)−τi
1+γi
β Li

πX2
i

. (6)

Population density falls in space at rate −τi 1+γiβ . Cities with more elastic floorspace supply (γi ↑) or large

commuting costs (τi ↑) are denser in the core relative to the periphery. Absent commuting costs, population

density would be uniform over space.

Finally, to pin down Xi, and using the equilibrium value of land rents (ri(x)), by equilibrium condition (3),

developers enter until land rent at the urban periphery equals the marginal cost of development, pinning down

the urban radius Xi,
βwiLi(Xi)

1 + γi
=
ψ̃X

ZXi
(Xi)

2/ρi . (7)

Equations (4)-(7), give solutions to qi(x), Li(x), Hi(x), vi and Xi conditional on pi, wi and Li. Prices, and

the population distribution across cities and the agricultural sector are determined in general equilibrium.

First, profit maximization from urban goods producers (condition 7) ensures that urban wages reflect marginal

revenue products, wi = piZ
y
i .

I assume that land rents are rebated back to households in the rural sector; i.e., they own the land on which

they work, so that their compensation reflects both the average product of labor in agriculture and their share

of land rents,

wa = (1− µ)
Ya
La

+
qaTa
La

.

In the agricultural sector, land is consumed directly instead of floorspace. Production firms demand T ya and

agricultural households demand haLa, which in equilibrium must sum to the total amount of land available,

Ta. When T ya is chosen optimally so that the marginal product of land in production equals its price, then in
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equilibrium, land prices must reflect a scaling of the marginal product of land,

qa =

(
β(1− µ) + µ

1− β

)
Ya
La
,

reflecting its dual uses in production and consumption.

Finally, in equilibrium,

vi = Ai(Z
H
i )

β
1+γi (ZXi )

β
1+γi

− τi
2 (ψH)

β
γi

1+γi
wi
Pαi

(βwiLi)
−κi

va = Âa
wa
Pαa

(waLa)
−β,

where term Âa combines agricultural amenities with other model constants; see Appendix B. Furthermore,

κi =
1

1 + ρi

β

1 + γi
+

ρi
1 + ρi

τi
2
, (8)

is the urban cost elasticity, and it captures the costs of urban scale in city i. It measures how consumption-

equivalent utility falls in Li, holding wages and traded goods prices fixed.

To determineLi, I use the assumption of Fréchet distributed idiosyncratic preference shocks. The population

distribution across cities and the rural sector is given by,

Li =
(vi)

ε∑I
j=1(vj)

ε + (va)ε
Ln.

As prices reflect factory gate prices gross transportation costs, pij = δijpi, from goods market clearing for

urban goods, we have,

wiLi =
I∑
j=1

(
δjipi
Pj

)1−σ
αwjLj +

(
δiapi
Pa

)1−σ
αwaLa. (9)

Since the share of urban income spent on floorspace β is used either to purchase construction materials from

the agricultural sector, or transformed into profits used to buy agricultural goods, goods market clearing for
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the agricultural sector can be written as,

(1− α)

(
I∑
i=1

wiLi + waLa

)
= Ya.

Provided (9) holds for each city i, then by Walras’ law the above equality holds.

Equilibrium existence and uniqueness Given the presence of increasing returns, there is a possibility of

multiple equilibria. However, the congestion forces in the model are sufficient enough to rule this out.18 A

necessary condition for existence is,
β

1 + γi
>
τi
2

∀i.

This condition restricts the effects of land on city-level outcomes. Consider a city with an exogenous amount

of land, ρi = 0, and consider a change dXi. Increased land availability has two effects. First, by spreading

out agents over a larger area, there is less housing market congestion, increasing city welfare at rate 2 β
1+γi

.19

However, by increasing the radius, an agent residing at the periphery is dXi/Xi percent farther from the

core and pays τi% more in commuting costs. This condition says that the net effect of land must have a

positive effect on city welfare. Consider a situation in which this inequality did not hold. This could not

be an equilibrium: agents would not want to spread out over the entire area provided, since the gain from

reduced housing market congestion would not outweigh the loss from longer commutes. Instead, agents

would deviate to a smaller area: the city would collapse over an area of measure zero at x = 0. Using the

estimates from Section 4, I empirically find this condition holds for 96% of cities in the sample.20

The urban cost elasticity The key measure that governs how well a city can absorb total city income is the

urban cost elasticity, κi, defined in equation (8). It is the elasticity of city consumption-equivalent welfare

with respect to city population, holding wages and goods prices fixed.21 That is, it answers the question, if

a city grew 1% in population, what percent increase in consumption would be required to keep residents as
18This can be shown numerically using Theorem 1 of Allen et al. (forthcoming). The theorem of that paper is a sufficient condition

for existence and uniqueness. It states that if a square matrix whose ijth element bounds above the absolute value of the elasticity of
one type of endogenous variable with respect to another (here, wages and population) has a spectral radius less than or equal to one,
the equilibrium exists and is unique. Numerically, this amounts to showing that agglomeration forces (ζ) must be weak relative to
congestion forces (κi, ε). While the model does not yield a simple parameter restriction, the condition can be numerically checked.
Appendix B.1 details this argument and provides a numerical check that the calibrated model has a unique equilibrium.

19The factor 2 arises due to basic geometry: area is proportional to the square of radius.
20For cities where the condition does not hold, I shrink τi so that condition holds, only in the quantified model.
21This is the definition in Combes et al. (2019), which derives this object using a different model.
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well off as they were before, holding wages and goods prices fixed? It is important to hold wages and goods

prices fixed, because changes in these prices may reflect the benefits of urbanization, through, for example,

agglomeration effects, or spillovers through the trade network that engender increased market access. The

urban cost elasticity contains all components of the urban technology: how well cities can build up, build

out, and how costly residents find it to spread out. To gain intuition on how it operates, consider two edge

cases,

ρi = 0 =⇒ κi =
β

1 + γi
, and ρi = ∞ =⇒ κi =

τi
2
.

When land supply is completely inelastic (ρi = 0) as a city grows in population, land is increasingly scarce.

The ability for a city to accommodate people is determined entirely by its ability to build ‘up’ (γi) and so all

congestion forces operate through the floorspace market. When land supply is completely elastic (ρi = ∞),

any upwards pressure in land prices from a population increase incentivizes developers to expand the city

horizontally so as to completely offset congestion through the housing market. The consequence of a larger

city is that commutes are on average longer, lowering resident welfare.

4 Estimating the urban technology

I seek to estimate the elements of the urban technology that determine city structure and the urban cost

elasticity. These are the commuting cost elasticity, τi, the floorspace supply elasticity, γi, and the land supply

elasticity ρi. To do so, I rely on three moments in the data that, through the structure of the model, identify

these parameters.

Using conditions (5), (4), the floorspace market clearing (condition 4), and plugging in for the population

distribution (6), yields

Hi(x) =
ZHi
ψHn

βwiLi
πX2

i

(
1− τi

2

1 + γi
β

)(
x

Xi

)−τi
1+γi
β


γi

1+γi

, (10)

which informs how the floorspace per unit of land gradient, Hi(x), depends on a city’s commuting costs, τi,

and its floorspace supply elasticity, γi. Cities with higher commuting costs or more elastic floorspace supply
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have relatively denser urban cores than peripheries. When commuting costs are high, demand for land in the

urban core is high as agents seek to avoid long commutes.

Integrating over all sites in city i in nation n gives,

2π

∫ Xi

0
xHi(x)dx︸ ︷︷ ︸

≡Hi

= 2π
ZHi
ψHn

(βwiLi)
γi

1+γi (πX2
i )

1
1+γi τ̃i, (11)

where τ̃i is a nonlinear function of τi and γi. This equation describes how γi controls how log total built

volume (Hi) of a city scales with its log income and log area.

Third, using developer optimality for Xi, equation (7), and the equilibrium value of floorspace profits at the

periphery reveals that,

πX2
i = π

ZXi
ψXn

(
β

1 + γi
wiLi

(
1− τi

2

1 + γi
β

)) ρi
1+ρi

. (12)

This equation describes how urban land scales with urban income at a rate that depends on ρi.

I use these relationships as a basis to estimate τi, γi, and ρi, which requires data on cities’ built volume,

area, and income. First, I estimate τiγi/β for each city using data on the internal structure of cities. Second,

I use the cross-sectional relationship between city income, built volume, and footprint to estimate γi with

instrumental variables. To estimate ρi, I exploit the time series of urban growth in income and area.

4.1 Data

To form my sample, I begin with the definition of urban agglomerations in the Global Human Settlement

Layer’s (GHSL) Urban Centre Database (UCDB) (Florczyk et al., 2019). The dataset provides a consistent,

remote-sensed definition of urban agglomerations built using hand- and machine-classified land cover data

and satellite images, and then is combined with external data on place names and population. After dropping

observations flagged for potential poor quality, I am left with 10,303 cities of over 50,000 persons. I associate

with each city an auxilliary data product from the GHSL: built volume in 2015, which uses a variety of

satellite sources and digital elevation models to construct building height and surface area at the 100m×100m
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resolution within each urban agglomeration, and leaves me with over 300 million observations of built volume

within cities globally.

The UCBD data product contains time series data on urban area (in km2), urban population (from Gridded

Population of the World, which provides the most spatially granular census data available) and GDP estimates

at the city level from Kummu et al. (2018) for years 1990, 2000, and 2015. The GDP data is simply sub-

national GDP data that is extrapolated to the city level by population-weighting according to the size of the

city, and is likely measured with considerable error. I instead construct an alternative measure of city GDP

in 2015 using the Visible Infrared Imaging Radiometer Suite (VIIRS) nighttime luminosity measures.22

To estimate city GDP, I use the 2015 cross-sectional relationship between log GDP and log nightlights,

conditional on country fixed effects in Europe and North America, where the sub-national data is sufficiently

granular, and use this relationship as a basis to predict urban GDP for cities outside of that sample. This

routine is similar in spirit to using nightlights to measure economic growth when national accounts data are

poorly measured (Henderson et al., 2012) and is approximately the same routine used in Ducruet et al. (2024)

to predict city GDP across port cities. I aggregate my GDP measures so that they sum to the national income

(in 2015 USD) net of agriculture and housing value-added. I also measure the DMSP-OLS nightlights for

each city, as its time series goes back to 1992, which I associate with year 1990 in the data.23

Using Google Earth Engine, I compute for each 100m×100m pixel the share of land within it that is devel-

opable. I classify land as developable following Saiz (2010): land is developable if it is not liquid water,

ice, herbaceous wetland, and has a slope of less than 15%. For landcover classification, I use the European

Space Agency WorldCover data (Zanaga et al., 2022), which has a 10m resolution. I use the NASA Digital

Elevation Model, which is available at the 30m resolution (NASA JPL, 2020), to recover slope and elevation

measures. For each city, I also recover the average clay, water, and sand content of city soil alongside soil

density at 1m depth using the OpenLandMap. I detail all data sources and my extrapolation procedure for

city GDP in Appendix C.
22A common alternative nightlights product is the Defense Meteorological Satellite Program (DMSP) Operational Linescan Sys-

tem (OLS). I prefer the VIIRS for GDP extrapolation, as the VIIRS are about half as noisy as the DMSP-OLS nightlights time series,
unmarred by top-coding and blurring issues, and perform considerably better at predicting city GDP (Gibson et al., 2021).

23However its time series ends in 2012.
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4.2 Built volume gradients

Taking logs of (10) gives a relationship between built volume at (x, ϕ) and its distance to the CBD,

d logHi(x, ϕ)

d log x
= −τiγi

β
. (13)

For data on Hi(x, ϕ), I use built volume at the 100m×100m resolution for all cities in the sample, divided

by the amount of developable land in that cell.24 For distance to the CBD, x, I use the straight-line distance

between a cell’s centroid and the coordinates associated with Google Map’s definition of the city center.25

For cities that do not appear in Google Maps, I use the centroid of the polygon that defines the urban extent.26

For each city, I estimate the sample analog of (13),

Hi(x, ϕ) = exp

(
−τiγi

β
log x+ ξi,ϕ

)
ti(x, ϕ), (14)

where ti(x, ϕ) is the error term that captures measurement error in Hi(x, ϕ) and I assume that E[ti(x, ϕ) |

log x, ξi,ϕ] = 1. ξi,ϕ are city-by-polar-angle fixed effects. As the model traces out − τiγi
β by examining how

Hi(x, ϕ) changes in x, holding ϕ fixed, I hold ϕ fixed by examining density gradients within bins of ϕwithin

the city. Moreover these fixed effects capture the overall level ofHi(x, ϕ) within the city. For a circular city,

the number observations mechanically rises as you leave the downtown, which could bias estimates towards

the built volume slope farther away, if the slope is spatially heterogeneous. I enforce that observations at

any distance equally contribute to the measure of the slope by reweighting observations. For each city, I

create 100 bins of x and enforce that the weight of an observation is inversely proportional to the number

of observations in a bin. I restrict observations to be within 10km of the CBD. Restricting observations to

10km drops overlap with the majority of ‘satellite cities.’ The built volume data is mapped in the left panel
24This is the right notion of height to use, as it captures floorspace per unit land, consistent with the theory. Rich cities have

skyscrapers in their downtowns, giving them ‘pyramid’ shaped skylines as in Lall et al. (2021b) and Lall et al. (2021a), who use
pixel heights from the World Settlement Footprint. However, this does not necessarily reflect more built mass in their downtowns,
as there remains developable land that has not been built up.

25It is common in the urban literature to measure distances within cities using drivetimes or distances on the road network. That is
inappropriate in this exercise, precisely because deviations from the straight-line distance are what I seek to capture in τi. That is, the
worse a city’s network can replicate straight-line distances, the worse transportation technology it has. The notion of transportation
technology here is broad, and not just limited to road speed or the presence of public transportation infrastructure. For example, a
city like Seattle has many bodies of water for which crossing is costly, disincentivizing sprawl.

2627% of the cities in the data do not appear when queried by Google Maps, either because their name is missing, given in the
local writing system, or simply do not appear. Such cities are about 40% smaller in terms of population than the average city.
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Figure 3: Visualization of the data used for estimation, for Shanghai. Left: percentiles of built volume at the
100m×100m resolution in Shanghai, 2015, with the CBD marked in yellow. Right: Shanghai’s development
over time.

of Figure 3 for Shanghai. Built volume decays rapidly from the CBD.

I use a pseudo-Poisson maximum likelihood estimator with fixed effects (Wooldridge, 2010; Correia et al.,

2020) to estimate equation (14). The reason is that there are zeroes in Hi(x, ϕ) due to the presence of, e.g.,

parks within cities. Dropping these would be inappropriate – consistent with the theory, empty lots are more

likely to appear in the periphery of cities than at the core as the incentives to develop there are smaller.

For example, Hongqiao International Aiport is a large grey strip south-southwest of the CBD in Figure 3.

Dropping these observations would thus give a biased built volume gradient.

Finally, in a second step, I shrink estimates τ̂iγi
β towards the country mean using an empirical Bayes’ pro-

cedure to enforce that τ̂iγi
β > 0; see Appendix D.1. The reason that this is necessary is that for model

quantification, it must be that τi > 0. However around 6% of the estimated skylines slope upwards. Up-

wards sloping skylines are estimated with considerably less precision than the vast majority of estimates (see

the left panel of Appendix Figure A15) suggesting that noisy data drives these estimates, which the empirical

Bayes procedure shrinks away.
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4.3 Estimating the floorspace supply elasticity

To estimate the floorspace supply elasticity γi, I take logs of equation (11). Rearranging,

log
Hi

πX2
i

=
γi

1 + γi

(
logwi + log

Li
πX2

i

)
+ ai. (15)

I use this as an estimating question for γi where city specific constants have been absorbed in ai, which I

treat as an error term. The left panel of Figure 4 shows this relationship in the data, and reveals that a log-

linear relationship is a good approximation of the relationship between average height and income per square

kilometer. However, this log-linear relationship is not directly informative of the floorspace supply elasticity.

First, the error term ai contains logZHi .27 Cities that have high productivity in floorspace construction will

on average have lower floorspace prices, and in equilibrium, such cities will be larger in terms of Li and

πX2
i , which can influence wages through price and agglomeration effects. Consequently, the regressors of

interest are endogenous. Second, I only observe built volume in the cross-section, and consequently cannot

estimate a separate γi for each city.

To handle endogeneity, I use instrumental variables. In particular, I instrument for logwi, which is measured

in the data as city GDP/capita, using log Z̄yi , which I recover by inverting the calibrated model (see Section

5.1) and I control for population density, geophysical covariatesGi, and their interactions. Using this instru-

ment isolates the component of wages driven by city productivity from variation in wages driven by goods

prices and agglomeration effects. I include country fixed effects (ξn) to difference out country-specific deter-

minants of height and productivity, so the orthogonality assumption is that log Z̄yi ⊥ ai | Li/πX2
i , ξn, Gi.

Put simply, the assumption is that tradeable goods productivity is uncorrelated with floorspace construction

productivity within a country, conditional on population density and geophysical controls. For example,

Los Angeles is productive because its fair weather and diverse landscape made it ideal for film production,

but skyscraper construction is stymied by seismic activity and varied bedrock depth across the Los Angeles

basin.
27The error term is,

ai =
1

1 + γi
log

(
ZH

i

ψH

)
+ log


(
1− τi

2
1+γi
β

) γi
1+γi

1− τi
2

γi
β

 .
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Figure 4: Conditional binscatters (Cattaneo et al., 2024) of the model-implied relationships between income
and development and in the data. Left: average height versus GDP per square kilometer conditional on
country fixed effects. Right: built area versus GDP, conditional on city and region-year fixed effects. The
city fixed effects absorb a substantial amount of variation in the data, which is why the optimal number of
bins is fewer in the right panel.

Second, to estimate city-specific floorspace supply elasticities, I parameterize γ̂i
1+γi

= GiΓ̂. Gi is a vector

of city-level covariates, and Γ is a vector of coefficients. In particular, I include in Gi soil characteristics

(whether there is clay, water, or sand in the soil and the soil’s density), a city’s elevation, average slope, and

the fraction of warehouse development costs allocated to construction permits from the World Bank’s ‘Doing

Business’ survey, which is available at country-level averages, alongside city-specific measures for a handful

of global cities. I form instruments for these interactions by interacting log Z̄yi with the elements of Gi and

estimate with two stage least squares (TSLS). Appendix D details the variables inGi and the construction of

these instruments.

4.4 Estimating the land supply elasticity

Taking logs of equation (12) gives

log πX2
i =

ρi
1 + ρi

logwiLi + bi,
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where bi is a city-specific constant that contains logZXi .28 I use this relationship as a basis to estimate

ρi. It says that higher output cities are larger in terms of area. However, when productivity in urban land

production, ZXi , is high, floorspace is less dear, and the city is more attractive. As a result, a naive regression

of area on GDP would fail to identify ρi due to endogeneity bias.

To estimate ρi, I leverage panel variation in urban area and GDP, which is absent for built volume data. The

panel variation here is compelling in that it uses how cities actually grow, rather than the cross-sectional

relationship (which represents a long-run supply elasticity) and allows me to control for city and region-

year fixed effects, which absorb unobserved shifters of both income and urban land construction that are

common within cities over time or common across cities within a region-year. Using these fixed effects

instead of productivity instruments relaxes the assumption that productivity in producing goods is orthogonal

to productivity in producing floorspace or land. In particular, I estimate,

logAreait =
ρi

1 + ρi
logGDPit + ξi + ξrt + eit, (16)

where ξi is a city fixed effect, ξrt are subcontinent-year fixed effects, and t = 1990, 2000, 2015. The right

panel of Figure 3 displays this data for Shanghai, while the right panel of Figure 4 shows this time-series

variation, and confirms the log-linear approximation fits the data well for all cities.

Again, I parameterize the land supply elasticity as a function of observables, ρ̂i
1+ρi

= GiΩ̂. The identifi-

cation assumption is that logGDPit ⊥ eit | ξi, ξrt. The city fixed effect differences out all time-invariant

components of urban land production productivity, which may be driven by fixed, geological factors. Urban

land production productivity may be varying over time as technological advances in, e.g., electrical grid,

paving, or sewage technology, have allowed cities to expand horizontally. When such trends are common at

the sub-continent level, estimating (16) identifies ρi.

For GDP data, I am unable to construct a time series using the high-resolution nightlights (VIIRS) as the

VIIRS satellite was launched in late 2011. Instead, I use the time series provided by the UCDB from Kummu
28The error term is,

bi = log π + log
ZX

i

ψX
n

,

where I assume the quality-adjustment factor ψX
n varies across countries but not across cities within them. These are then netted

out with a country fixed effect, alongside the constant, log π.
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et al. (2018), which is a population-weighted downscaling of subnational GDP measures. This GDP data is

likely measured with substantial error, which would bias OLS estimates downwards. I assume this measure-

ment error is classical and use the DMSP-OLS nightlights time series to instrument for city GDP and its

interactions with Gi to handle this form of attenuation bias.29

Sample restrictions For estimation, I restrict the sample to cities in countries where urban form more likely

reflects market forces. To that end, I omit former and current communist nations, including East Germany,

as in these nations, urban planning was or continues to be state-directed. Second, I drop nations’ primate

(largest) cities, given that in the developing world, political factors often explain their size (Ades and Glaeser,

1995), and consequently the correlation between income, height, and area might be marred by an omitted

variable (weak provision of public services elsewhere or dictatorial command-and-control).

4.5 Estimation results

Floorspace supply elasticity estimates Regression estimates are available in Appendix Table A10. I esti-

mate γi to be on average 0.95, with substantial heterogeneity across countries and cities within countries.

The left panel of Figure 5 shows the relationship between a country’s average γi and its income per capita.

Across all cities, 90% of estimates are between 0.33 and 1.68. Slope, elevation, and sand and clay con-

tent predict lower-than average floorspace supply elasticities, while denser soil and increased water content

in soil predict larger elasticities. Across countries, a larger regulatory burden in construction is associated

with lower-than-average floorspace supply elasticities. A city’s floorspace supply elasticity is on average in-

creasing in a nation’s GDP/capita, though I estimate that floorspace supply is substantially more elastic in

Japan (on average, 1.50) compared to the United States (1.01). This accords with narrative evidence that

among rich-world countries: Japan is not facing a housing crisis driven by self-imposed housing supply re-

strictions.30 Cities in very poor nations like those in sub-Saharan Africa have floorspace supply elasticities

around 0.45, while floorspace is more elastically supplied in nations like India and China. The top panel of

Figure A4 displays a map of γi across all cities. East Asia, some parts of India, and southern Europe stand
29An alternative would be to directly impute city income with the DMSP-OLS data. However, the DMSP-OLS data has substan-

tially more top and bottom coding than the VIIRS data, and so there is no guarantee that income measures constructed with it would
have less measurement error than that from Kummu et al. (2018).

30See, e.g., Appelbaum, B. “The Big City Where Housing Is Still Affordable.” (2023, September 11). The New York Times., or
“The growing global movement to restrain house prices.” (2023, September 6). The Economist.
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Figure 5: Simple averages across cities within a country of floorspace supply elasticities (γi, left), commuting
costs (τi, middle) and land supply elasticities (ρi, right) versus a country’s log GDP per capita.

out has having particularly elastic floorspace supply. Within countries, there is dispersion in estimates. For

example in China, floorspace appears less elastically supplied in the smaller inland cities compared to its

urban giants.

Commuting costs elasticity estimates To recover τi, I divide the estimated skyline slopes τ̂iγi/β by γ̂i/β

where I assume β = 0.25. This value accords with estimates from the literature; for example, Davis and

Ortalo-Magné (2011) estimate this at 0.24 for the United States. It is likely that this value varies across coun-

tries. Using consumption expenditure data from the World Bank’s 2017 International Comparison Program

(ICP), I show in the left panel of Appendix Figure A3 that the expenditure share of housing is rising in a

nation’s GDP/capita: poorer countries have lower β, which would flatten the observed relationship between

income level and urban commuting costs. Using β estimates that vary by country attenuates the relationship

visible in Figure 5 but the pattern that commuting costs are higher in developing nations persists; see the

right panel of Figure A3. In other literature, most income elasticity estimates for housing are one or less (see

the discussion in Section 3), suggesting that β should fall in a nation’s GDP per capita. This discrepancy

may arise as poorer nations have larger rural populations that may record little housing expenditure on such

surveys. As my focus is on technological differences in cities around the world, I hold this value fixed across

countries.

Estimates of τi holding β fixed are on average 0.14. East Asian nations have some of the lowest estimated
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commuting costs with values between 0.05-0.06 for Japan, South Korea, and Taiwan.31 OECD nations have

values of τ ranging from 0.08 (USA) to 0.12 (Chile). τi is on average quite high for cities in the developing

world, with cities in sub-Saharan Africa having a τi on average 0.25, with heterogeneity across the sub-

continent: in Uganda the average is 0.27, while in comparably rich Botswana, it is 0.11. The middle panel

of Figure 5 shows that τi is on average falling in a nation’s GDP per capita.

There is noticeable dispersion of τi across cities within a country, as shown in the middle panel of Appendix

Figure A4. Looking within countries, larger cities have on average lower τi, suggesting that τi indeed captures

a negative amenity: cities with worse transportation infrastructure are smaller. Appendix Figure A6 plots

the relationship between log city population and τi conditional on country fixed effects, and shows a clear

downwards-sloping relationship. Within countries, a 1% increase in τi is associated with a 0.6% decrease in

population (p-value < 0.01) on average. This relationship could be, of course, endogenous, as larger cities

invest more in transportation infrastructure because they have the funds or incentive to do so. In this paper,

I view τi as a city’s technology, though accounting for endogenous congestion or the political economy of

urban infrastructure investment is an active research area (Allen and Arkolakis, 2022; Bordeu, 2023).

Land supply elasticities Across cities globally, I estimate that the average land supply elasticity, ρi, is 1.46

and ranges from 0.09 to 17.17. Richer countries tend to have less elastic land supply on average (right panel

of Figure 5). This average may seem surprisingly low given how much undeveloped land there is in most

parts of the world. The majority of habitable land is neither uninhabited nor used for agriculture, and urban

land represents a tiny fraction of overall habitable land (Ritchie and Roser, 2019). This might suggest that

land is in effectively free supply. However, even in the 2015 cross section, the OLS elasticity of area to GDP

is 0.65 (conditional on country fixed effects, s.e. 0.007), implying an average land supply elasticity of 1.85.

This cross-sectional relationship represents a long-run land supply estimate (rather than one estimated in my

‘medium-run’ 10-15 year intervals), and is marred by endogeneity concerns that bias the estimate upwards

(cities with higher productivity in urban land production are both larger in terms of income and area). Thus,

even in the long-run, and absent endogeneity concerns, urban land is far from perfectly elastically supplied.

Using my time series estimates, I find that the largest driver of differences in land supply is the share of
31In former Soviet nations, which are excluded from the analysis sample, I recover comparable estimates of τi. These range

from from 0.07 (Latvia) to 0.12 (Russia). Among these countries include authoritarian states that to this day significantly control
urban development, like Turkmenistan (0.09), Uzbekistan (0.09), Kazakhstan (0.11), and Tajikistan (0.12), which suggests that the
estimation is indeed recovering differences in urban form, whether market-drive or state-planned.
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Figure 6: The spatial distribution of cities, colored by κi and sized according to their population.

developable land within 10km of the CBD. Elevation and slope are positively correlated with land supply,

while poor soil content is a negative predictor of elastic land supply, suggesting that building out is a substitute

for building up. The land supply elasticity is fairly low in East and Southeast Asian countries (on average,

0.87), many of which are islands or predominately coastal. In land-abundant sub-Saharan Africa, the average

land supply elasticity is 2.09. In Europe and North America, the average land supply elasticity is 1.13, which

is the average value in the United States, compared to 0.66 for land-constrained Denmark. These estimates

are dispersed across cities within countries; see the bottom panel of Appendix Figure A4. For example, some

cites are very land-constrained in Brazil, while others face fairly elastic land supply. This dispersion stands

in contrast to an island nation like Indonesia, where most cities are equivalently land-constrained.

Urban cost elasticities Summarizing the estimates so far, cities in poor nations grow by building out, not up.

While this greater ability to expand horizontally ameliorates congestion forces brought about by competition

for floorspace on extant urban land, it means households in poor nation cities must on average travel farther to

commute to work. As cities’ commuting costs are higher in the developing world than those in the developed

world, this suggests that urban costs may be higher in poor nation cities.

To measure the urban cost elasticity, I construct κi for each city using equation (8) and the estimated parame-

ters of its urban technology, τi, γi, and ρi. Across cities globally, the average urban cost elasticity is 0.09. In
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rich nations like France or the United States, the average urban cost elasticity is around 0.08. Combes et al.

(2019), using a similar framework and data on house prices, estimates κi to be on average 0.03 in France.

The urban cost elasticity is on average higher in poor nations. In nations with an GDP/capita < 4000 USD,

the urban cost elasticity is on average 0.11, which is 35% higher than it is in high-income nations. In sub-

Saharan Africa, it is on average 0.15. These differences are visually apparent. In Figure 6, I map cities’ urban

cost elasticities around the entire world. Cities shaded orange have higher urban cost elasticities than aver-

age and are predominately located in developing nations, while developed nations, China, and former Soviet

nations have cities with lower urban cost elasticities on average. Appendix Table A1 summarizes the average

urban cost elasticity and its components by region. The left panel of Appendix Figure A5 plots the average

urban cost elasticity across cities within a country against a nation’s log GDP per capita. The relationship is

strongly negative.

The biggest driver of differences in the urban cost elasticity across cities is τi. In Appendix Table A2, I report

regression coefficients and partial R2 statistics from a regression of κi on τi, γi, and ρi. The coefficient on

τi is an order of magnitude larger than coefficients on γi and ρi, and its partial R2 is 0.47, while it is 0.24

and 0.02 for γi and ρi, respectively. 45% of the variation in κi is across countries rather than across cities.

In Appendix Table A4 I report results of a regression of κi (in levels and logs) against a nation’s GDP/capita

as well as against a city’s GDP/capita and population, controlling for country fixed effects. Coefficients on

a country’s log GDP per capita are over twice as large as they are for city level GDP per capita: doubling

a nation’s income per capita is associated with a 9% decline in the urban cost elasticity. Looking within

countries, richer and larger cities have lower urban cost elasticities – doubling income is associated with

a 4% decline in the urban cost elasticity. This accords with the logic the theory: these cities can absorb

population without putting upward pressure on urban costs, which allows them to be larger in equilibrium.

Levels of urban costs Using my estimates of γi, τi, and ρi, alongside data on city area, total built volume,

and city GDP, I can recover values of ZHi /ψHn and ZXi /ψXn for each city i in nation n. To separate the

quality adjustment terms ψHn and ψXn from physical productivity, I use data on average floorspace prices

across nations. In aggregate, the model implies,

ψHn qn

Nn∑
i=1

Hi = β

Nn∑
i=1

wiLi and ψXqn

Nn∑
i=1

πX2
i =

Nn∑
i=1

β

1 + γi
wiLi
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Figure 7: A map displaying variation in building productivity across cities globally. The correlation with
average levels of building productivity versus a nation’s log GDP/capita is available in the right panel of
Appendix Figure A5.

where qn is the average price of urban floorspace in country n. For price data, I use data from Liotta et

al. (2022). Their data measures floorspace prices per square meter in local currency for some cities in 49

countries (often, only the largest city), including developing world countries like Ethiopia, Cote d’Ivoire,

Indonesia, and Pakistan. I convert their estimates to USD equivalents using the World Bank’s PPP deflator.

For countries outside their sample, I predict the average floorspace price using a Random Forest and use the

PPP deflator, the World Bank’s measure of the local regulatory burden, a nation’s log GDP/capita, and its

size measured in population as predictors. I use the actual and predicted qn values to recover ψH and ψX

and net them out of the recovered values ZHi /ψHn and ZXi /ψXn .

To compare levels of urban technology across countries, I compare differences in the product ZHi ZXi across

cities, which I refer to as building productivity. I use this aggregation because vertical productivity (ZHi ) and

horizontal productivity (ZXi ) in urban development enter the utility function multiplicatively, albeit raised

to different powers. Figure 7 displays the spatial distribution of building productivity across cities globally.

Building productivity is low in sub-Saharan Africa, India, and Southern and Eastern Europe. However,

within countries, the largest cities often have a higher level of building productivity than smaller cities. For

example, Lagos, Nigeria, has a high level of building productivity compared to the national average. Globally,
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among major cities, some of the highest building productivity cities include Adelaide, Australia, Jeddah,

Saudi Arabia, New York, United States, and Rio de Janeiro, Brazil. On average, building productivity is 3.6

log points higher in developed nations’ cities, compared to those in the developing world, a massive gap.

The correlation between the average log building productivity across cities and a nation’s log GDP/capita is

given in the right panel of Appendix Figure A5 and is strongly positive. Building productivity is negatively

correlated with the urban cost elasticity; Appendix Figure A7 displays the relationship between a city’s

urban cost elasticity and its building productivity, conditional on country fixed effects. The relationship is

on average downward sloping though it displays a somewhat U-shaped relationship, where the cities with the

highest building productivity on average have slightly higher urban cost elasticities.

Model validation and comparison of estimates Appendix E details many model validation checks in a

context where data is abundant: the United States. First, I confirm the model’s prediction on the structure of

cities aligns with predictions of the monocentric model. The residency gradient declines in distance to a city’s

CBD, floorspace prices fall with respect to distance to the CBD, and most employment is concentrated in the

CBD. I then ask whether my parameters can predict city structure. τi strongly predicts the price gradient and

the population gradient, while γi only predicts U.S. cities’ population gradient, consistent with the theory.

U.S. cities with higher values of τi, γi, and ρi have lower average floorspace prices, consistent with τi being

a negative amenity reflected in prices, and γi and ρi controlling the total supply of floorspace in a city. My

measures of γi are weakly positively correlated to those estimated in Baum-Snow and Han (2024), and my

estimates of ρi are strongly positively correlated with similar estimates from Saiz (2010).

There is no other paper that computes τi at the city level as I have done here. However, Akbar et al. (2023b)

compute measures of freeflow and daytime speed in cities and their downtowns for over 1,000 global cities.

While their definition of urban agglomeration is not identical to mine, I am able to match 88% of their cities to

those in my sample, though I drop 117 of these cities that are in countries with a history of state-driven urban

planning.32 Appendix Table A3 shows correlations of log τi with the log of measured speed near city center

and the speed indices computed in that paper. Holding midday speed fixed, cities with faster speeds downtown

at midnight have substantially lower τi, and this relationship is statistically significant (p < 0.05), and robust
32The GHSL urban agglomerations are on average larger than those in the Akbar et al. (2023b) data. For example their data does

distinguish Singapore and Johor Bahru, which are split by the Malaysian border, but appear a single urban agglomeration in GHSL.
I associate urban agglomerations that cross-national borders with the nation where most of the city lies. Within countries, many
cities defined by political boundaries form a single urban agglomeration in the GHSL data, e.g., San Francisco and San Jose in the
United States.
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when controlling for city characteristics and country fixed effects. Interestingly, faster cities at midday have

higher τi, suggesting that low τi cities may be endogenously more congested (columns 1-4). These results

broadly accord with using the paper’s uncongested and daytime speed indices in place of measures of speed

in the city center (columns 5-8).

Using data from the OpenStreetMap project (Boeing, 2024), I correlate τi with characteristics of each city’s

road network. Consistent with the hypothesis that cities with better transportation infrastructure have lower

τi, estimates of τi are negatively correlated with the share of roads paved and the total amount of road in a

city. In Appendix Table A6, I regress the log of τi on the share of roads paved, log total length of streets in

a city, the log average number of lanes per kilometer, the log number of intersections, and the log average

road width, and control for the log population of a city and country fixed effects, as well as an indicator for

whether a city is its nation’s largest. I find that a 10pp increase in the share of roads paved is associated with

a 3.3% reduction in τi (p < 0.01), and that doubling the amount of available roadway in a city lowers τi by

14% (p < 0.1), though the additional transportation network characteristics have no statistically significant

correlation with τi.

5 How important are urban costs?

In this section, I ask how urban costs affect a nation’s level of development, what policies are available to

cost-effectively lower these barriers to urban development, and how urban costs govern a nation’s capacity

to adapt to urbanizing shocks. Urban costs reflect both geophysical constraints and policy variables that

are unmodeled but nonetheless are reflected in my parameter estimates. Thus, my parameter estimates are

not robust to the Lucas critique, and can potentially change endogenously as cities invest in transportation

infrastructure or reduce regulations that inhibit both vertical and horizontal urban growth. I nonetheless can

answer several related questions: what would a nation’s urban system look like if its technology were brought

closer to the frontier? What policies might be associated with reducing urban costs, and are such policies

cost effective? How do economies with different urban systems react to the same shock?

To answer these questions, I perform three sets counterfactuals. First, I ask what the welfare gains are asso-

ciated with lowering urban costs in developing nations. To do so, I lower the level of urban cost elasticities
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Parameter Value Description Source
ζ 0.04 Elasticity of urban productivity with

respect to density
Combes et al. (2010) and Ahlfeldt and
Pietrostefani (2019)

σ 4 intercity trade elasticity Bajzik et al. (2020)
β 0.25 share of income spent on housing Average across countries where ob-

served (World Bank 2017 ICP)
1− αn − β – Share of income spent on agricultural

goods
Calibrated to match World Bank De-
velopment Indicators in 2015 on the
share of agricultural value-added in
national income

µ 0.7 share of land in agricultural goods
production

Chari et al. (2021)

ε 1.17 migration elasticity Suárez Serrato and Zidar (2016) and
Sahai and Bailey (2022)

Table 1: Externally calibrated parameters. The parameterαn varies across nationsn so aggregate expenditure
on agricultural goods in the model matches the share of value-added attributed to the agricultural sector in
the data.

within a country so that the country average level is equal to the average level observed in the United States.

This is not a policy counterfactual. Instead, my aim is to get a sense of the stakes, and ask how differences in

urban costs contribute to nations’ overall level of development. Second, to study feasible policy, I ask what

variables might affect urban costs in the developing world. To that end, I study road paving. Urban roads in

developing nations are substantially under-paved compared to those in rich nations. The share of roads paved

is correlated with my measure of urban costs, and is a policy whose costs I can quantify. Finally, I focus on

counterfactuals that do not involve changing urban costs, but instead examine how the urban costs observed

at baseline mediate the effect of shocks that affect the agricultural sector. My goal is to understand how the

quality of a nation’s urban system mediates its reaction to macroeconomic shocks like climate change.

5.1 Model quantitification

To perform this counterfactual analysis, I need to quantify the rest of the model. Quantification follows three

steps. First, in addition to the elasticities estimated in Section 4, I select values for the remaining model

elasticities from the literature. I then compute trade costs δij across all cities globally. Finally, I invert the

model by recovering fundamentals (e.g.,Ai) that exactly rationalize the data in 2015 as a model equilibrium.
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Externally calibrated parameters Table 1 reports all externally calibrated parameter values. For the elas-

ticity of urban TFP with respect to density, I set ζ = 0.04, which is the average wage elasticity with respect

to density in the meta-analysis of Ahlfeldt and Pietrostefani (2019) and is the elasticity of urban TFP with

respect to density in Combes et al. (2010). There is some evidence that agglomeration economies may be

stronger in the developing world (Chauvin et al., 2017), but the evidence is not conclusive. Estimating ag-

glomeration economies is notoriously difficult (Combes et al., 2011) and not the focus of this study, so I

choose the same parameter for all cities. I set the elasticity of substitution across urban varieties σ = 4,

which is near the median value across estimates of this elasticity (across countries) in Bajzik et al. (2020)

and is used in similar studies.33 For the land share in agriculture, I set µ = 0.7 which is around the aver-

age of land shares in agricultural production estimated in Chari et al. (2021) in China for major crops like

wheat, rice, and sugar.34 For the migration elasticity, I choose ε = 1.17. This value is on the low-end for

the literature and is intentionally chosen so that my estimates of the gains of reallocation of population in

counterfactual analysis are conservative. This value comes from Sahai and Bailey (2022), who use migration

data from Facebook and temperature shocks to identify the migration elasticity in India. Using business tax

shocks in the United States, Suárez Serrato and Zidar (2016) estimate an interstate migration elasticity of

1.20.35 I choose β = 0.25, which is close to the average housing expenditure share in the World Bank 2017

ICP survey in sampled countries. I choose αn to match the residual income share that is neither agriculture

or housing for each nation n, using the 2015 World Development Indicators data for agriculture’s share of

value-added.

Trade costs In the model, each country is in autarky, but within countries, cities can trade with each other and

the agricultural sector, subject to trade costs. The agricultural good is the numeraire and freely traded. To get

trade costs across cities, I first estimate the average drive time between cities in every country using the Open

Street Maps routing data, dij . To convert this to iceberg trade costs, I assume δij = (1+ dij)
−δ̄ where dij is

measured in kilometers.36 Trade costs only enter the model raised to the power 1− σ, so I seek to estimate

−δ̄(σ−1). To that end, I estimate a gravity regression with a pseudo-Poisson maximum likelihood estimator
33For example, Monte et al. (2018) use σ = 4 for the elasticity of substitution across U.S. county varieties.
34Their average estimate across crops is 0.47, but this includes varieties like fruits and vegetables that are not a large share of

agricultural output globally and are not very land-intensive.
35On the higher end, in Indonesia, Bryan and Morten (2019) find a substantially higher migration elasticity of 3.2, but this estimate

stems from a model in which migration occurs through the spatial sorting of workers with heterogeneous skills, and reflects skill
dispersion.

36For trade costs of urban varieties to the agricultural sector, I assign the average exporting cost faced by a city, so that δia =
1

In−1

∑
j ̸=i δij .
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(Silva and Tenreyro, 2006) by projecting the value of road-based shipments across cities in the United States

onto log distance, controlling for origin and destination fixed effects, using the 2017 Commodity Flow Survey

(CFS). Appendix Table A5 reports the results of this regression; I obtain a coefficient ̂δ̄(σ − 1) = 0.92, which

is close to the value obtained using the CFS microdata in Dingel (2017).

Armed with these parameters, I invert the model for each country to find values of Z̄yi , Ai, ZHi , and ZXi

which exactly rationalize data on city-level GDP, population, agricultural output, and city size (measured in

km2) as an equilibrium of the model.

5.2 Lowering urban costs to the U.S. level

The first counterfactual I consider is lowering the urban costs elasticity to the level observed in the United

States, which is close to the technological frontier. The object of interest is a nation n’s welfare, Wn. Welfare

is the ex-ante expected utility of residing in any city or the rural sector, and is given by,

Wn =

 ∑
i=a,1,...,In

(
Ai(Z

H
i )

β
1+γi (ZXi )

β
1+γi

− τi
2
wi
Pαn
i

(βwiLi)
−κi
)ε1/ε

. (17)

Defining Âi = Ai(Z
H
i )

β
1+γi (ZXi )

β
1+γi

− τi
2 , to the first order, any change in the level of urban costs (ZHi , ZXi )

or the urban cost elasticity (κi) is given by,

dWn

Wn
=
∑
i

(
Li
Ln

) dÂi

Âi︸︷︷︸
direct level effect

+
d(wi/P

αn
i )

(wi/P
αn
i )

− κi
d(wiLi)

wiLi︸ ︷︷ ︸
real wage effect

+κi log(βwiLi)
dκi
κi︸ ︷︷ ︸

direct urban cost effect

 . (18)

Equation (18) decomposes to the first order the mechanisms by which lowering urban costs affects welfare.

First, by lowering urban costs, there is a direct effect on the level of utility in each location, by shifting the

floorspace supply curve, captured by dÂi/Âi. The second effect is what I refer to as the real wage effect, and

captures how value of income spent on traded goods adjusts in equilibrium when urban costs change. Absent

agglomeration forces, the model would be efficient, so by the envelope theorem, changes in fundamentals

would capture to the first order changes in welfare, and these real wage effects (i.e., price effects) would be
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Figure 8: Welfare changes (% terms) from changing the urban cost elasticity (κi). Values are capped at 200%.
While welfare rises for the average person by only 40%, and 95% of individuals experience welfare changes
between -56 and 169%, welfare gains are higher in several regions of sub-Saharan Africa: for example, in
Angola, welfare increases by 338%, or in the Democratic Republic of the Congo, where welfare rises by
568%.

zero. However, in this counterfactual, I allow there to be agglomeration forces, and consider large changes

to urban costs, which leads to a substantial labor reallocation and large changes in real wages across space.

The average real wage change across cities capitalizes the gain from the spatial reallocation of labor and

therefore measures the component of the welfare gain attributable to general equilibrium mechanisms. When

workers sort to more productive cities, wages may rise due to the endogenous productivity response through

agglomeration. Moreover, by sorting to more productive cities, the average price of traded goods falls, which

is measured by Pi. The real wage effect in the agricultural sector captures the general equilibrium gains from

rural-to-urban migration. As workers leave the agricultural sector to cities, the agricultural wage rises. Rural-

to-urban migration continues until the marginal migrant is indifferent between the rural and urban sectors,

so the rise in agricultural real wages capitalizes the gain associated with urbanization. Finally, the third term

captures the urban cost effect. The third term measures the direct effect associated with rotating the ‘urban

cost curve’ by changing κi. This decomposition allows me to disentangle the direct effects of lowering urban

costs from the general equilibrium effects due to labor reallocation.
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Figure 9: City population changes (% terms) from changing the urban cost elasticity (κi).

To isolate the role of changing the urban cost elasticity (κi), I shock κi, holding Âi at their baseline levels,

and use the scale of labor and wages in the data. I solve for counterfactuals in levels by recomputing the full

equilibrium under different parameter values for every country in the data. I change κi so that on average, it is

equal to the U.S. value across cities in every country. Figure 8 maps the change in welfare across countries.

From the map, it is visually apparent that the largest gains are in the developing world: welfare gains are

concentrated in Africa, Latin America, and Southeast Asia. Nations like China, East Asian countries like

Japan and South Korea, and former Soviet nations experience welfare losses, reflecting the fact that their

urban technology is better than the U.S. level at baseline.

Welfare effects are large, because welfare measures the direct effect of lowering urban costs, which is me-

chanically positive for nations with higher urban cost elasticities than the U.S. on average. In developing

nations (GDP/cap <$4,000), the population-weighted average welfare gain is 66%, compared to developed

nations (GDP/cap > $20,000), where the gain is on average only 11%. Agglomeration effects play a small

role in this story: holding productivity fixed at its baseline level, welfare gains in the developing world fall

by only 1.4 percentage points. Appendix Figure A8 plots welfare and urbanization changes across nations

against their baseline log GDP per capita. For developing nations, a sizable share of these welfare gains

come from rural-to-urban migration. In developing nations, the share of the population living in cities rises
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Figure 10: Welfare changes due to changes in aggregate productivity versus a nation’s baseline log GDP/-
capita. Left: real wage changes in the agricultural sector. Right: average real wage changes in the urban
sector.

by 8.5%, while in developed nations, the average change is less than 0.2%.

To disentangle the mechanical changes in welfare due to changing the urban cost elasticity from general

equilibrium effects on aggregate productivity, I examine how real wages in the urban and agricultural sector

respond to the changes in urban cost elasticities. Changes to the amount of wage income that can be spent

on traded goods reflects changes to a nation’s aggregate productivity and their overall level of development.

These general equilibrium effects arise from workers moving to cities or from reallocating across them.

Figure 9 shows how the spatial distribution of urban population changes around the world. In the developing

world, many cities’ populations grow, however there is noticeable within country heterogeneity, with some

cities shrinking and other growing, reflecting that the urban population reallocates across cities. When urban

costs are lower, workers reallocate to higher-value cities that were previously not able to accommodate them.

Figure 10 plots the change in welfare due to changes in real agricultural and urban wages against a nation’s

baseline GDP per capita. In developing nations, the average, population-weighted real wage change in agri-

culture is 16%, while in cities it is 3.5%, implying that lowering the urban cost elasticity gives rise to an

aggregate productivity increase of about 20%. However, in developed nations, aggregate productivity effects

are small, reflecting the fact that these nations have a low share of their population working in agriculture,
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and suggesting that the baseline population distribution is not misallocated across cities.

Which drivers of the urban cost elasticity are most important? In Appendix Figure A9, I report welfare

changes across regions from changing each component of the urban cost elasticity. Regardless of which

component changes, the broad pattern stays the same: welfare effects are largest in the developing world,

and are small or negative in developed nations, China, and former Soviet states. Consistent with the results

reported in Section 4.5, the biggest driver of differences in urban costs across space is τi, the commut-

ing cost elasticity. Changing just τi generates equivalent or larger gains than changing the average urban

cost elasticity in most places, while changing just the floorspace supply elasticity, γi, increases welfare by

about half the magnitude of changing τi. Changing the land supply elasticity has negligible effects except in

land-constrained Southestern Asia, where reducing the land supply elasticity has larger welfare effects than

changing τi. This is because cities in Southeastern Asia have lower commuting cost elasticities than those

in other developing nations, so allowing cities to expand reduces the component of the urban cost elasticity

driven by rising floorspace prices.

In Appendix F.1, I detail the effect of lowering the level of urban costs to the U.S. level (that is, changing ZHi

and ZXi ). Results are similar, though welfare effects are more modest: welfare rises in the developing world

by on average 56%, compared to 14% for rich nations.

These exercises demonstrate the potential for lowering urban costs as a way to promote economic devel-

opment and reduce international inequality. However, it does not reflect implementable policy, nor does it

reflect the potential costs associated with improving cities. In the next section, I study one policy aimed at

lowering urban costs in developing countries: paving cities’ roads.

5.3 Paving roads to reduce urban costs

The quality of transportation infrastructure substantially varies across space. Again using data from the

OpenStreetMap project, I show in Figure 11 that the share of urban roads (within 10km of the CBD) that are

paved is strongly increasing in a nation’s GDP/capita (left panel). The richest nations have almost all of their

urban roads paved, but in poorest nations only somewhere between 25-50% of city roads are paved. Middle

income countries have around 80% of their roads paved. Looking within countries, larger cities have a larger
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Figure 11: Road paving across cities and countries. Left: Avg. share of urban roads paved vs. national
GDP/capita. Right: Share of roads paved vs. city population, conditional on country fixed effects

share of their roads paved (right panel). In short, the cities with the worst transportation infrastructure are

small cities in the developing world.

Some attention in the development literature has focused on the impacts of road paving.37 McIntosh et al.

(2018) studies the impact of road paving in urban Mexico, finding that the return on investment on road

paving, as measured by its capitalization in real estate values was around 100%, while Gonzalez-Navarro

and Quintana-Domeque (2016) find a more modest 9% return on investment when studying road paving in a

single city in Mexico.38 I focus on the efficacy of road paving on lowering urban costs around the world. This

is a useful policy intervention to study, because the costs of road paving are well-understood. For example,

the African Development Bank (2014) estimates the costs of construction and upgrading of paved roads to

range from $115,900 to $425,400 per kilometer, depending on the scale of the project.

To assess the efficacy of road-paving, I first require a mapping from the share of roads paved to the quality of

cities. To do so, I recover the relationship between road paving and τi, the commuting cost distance elasticity.
37The majority of this literature focuses on road paving to foster market access between cities and agricultural regions. For

example, Storeygard (2016) studies how road surface affects transportation costs and the income of cities in sub-Saharan Africa,
while Aggarwal (2018) studies the effect of paved roads on market integration in India villages. My framework allows me to assess
the role of these intercity transportation costs on national income, but as the focus of this paper is on urban costs, I omit this analysis.

38Additionally, both Olken (2007) and Wong et al. (2013) study the efficacy of local governments in providing paved roads in
Indonesia and China, respectively, but these studies focus on the role of corruption and local governance in effectively implementing
this policy.
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Across cities, on average a 10pp increase in the share of roads paved is associated with an 8% decrease in

the commuting cost elasticity (p-value <0.01). However, this baseline correlation likely does not reflect the

causal effect of road paving on log τi. To isolate the causal effect, in Appendix Table A6, I regress the log τi

on the share of roads paved, controlling for additional transportation infrastructure variables, like the total

log length of roadways in a city, the log population of a city, and an indicator for whether a city is a nation’s

largest, and country fixed effects. These covariates handle several issues with using the baseline correlation.

Including additional transportation variables handles omitted variables bias: the share of roads paved may be

correlated with other transportation variables that influence τi. Second, cities may be endogenously bigger

because they have low τi, and thus they have more available funds to invest in road paving, so I control for a

city’s population. Second, as most of the variation in road-paving and τi is across countries and may reflect

a variable related to a nation’s overall level of development, I include country fixed effects. These controls

attenuate the coefficient significantly. Conditional on these controls, a 10pp increase in the share of roads

paved is associated with a 3.3% decrease in τi (p-value <0.01).

As small cities are on average the ones with the least paved roads, a policy that aimed at paving the least-

paved cities could be potentially misallocative, targeting investment at the least productive cities. To assess

the effects of road paving globally, I simulate a policy of targeted investment at the most productive cities

in a nation’s urban system. To do so, I fix each country’s road paving budget at 1% of baseline GDP. I then

start by paving roads in the biggest city, and then the second biggest city, and so on, until each city reaches

the average level of paved urban roads in the United States (96%). I move down the city size distribution

until the paving budget is exhausted or all roads are paved. I assume each new kilometer of paved road costs

$227,800 USD, which is the median cost for small projects in African Development Bank (2014). I use this

estimate, along with OSRM data on the total length of urban roadways in a city, to compute the costs of the

policy.

Figure 12 displays nations welfare changes as a result of the road paving counterfactual. In the rich world,

almost all urban roads are paved, and the policy has no effective bite. In the developing world, many countries

gain as a result of the policy. However, not all developing countries’ workers experience welfare gains in

excess of 1%, making the policy not cost-effective in these countries (on the map, these countries are colored

green). These nations are primarily Saharan nations like Chad, Mali, and Niger. These nations have a very
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Figure 12: Welfare gain across countries from paving top cities roads, with a budget capped at 1% of GDP.

low share of urban roads paved at baseline (around 23%) – the issue is they do not have very productive

cities, so the general equilibrium gains from the policy are small. On average the share of the population

living in cities in these countries rises by only 0.03 percentage points, compared to 0.53pp for the rest of

sub-Saharan Africa. In nations like China, the most productive cities are paved, so the policy targets smaller,

less productive cities and is not cost-effective. In Appendix Figure A10, I map the population change across

cities in sub-Saharan Africa. Targeted cities expand as a result of the policy, while untargeted cities shrink, as

their workers leave for better opportunities elsewhere. As some top cities are already well-paved at baseline,

in some nations, the policy increases the size of second-tier cities more in percentage terms. For example, in

Nigeria, cities like Onitsha or Owerri grow more in percentage terms than Lagos.

5.4 Urban costs matter for climate change adaptation

I simulate climate change in the model by shocking agricultural productivity and amenities, following the lit-

erature that uses spatial models to perform climate change impact assessments (Desmet and Rossi-Hansberg,

2024). There is some evidence that climate change is driving urbanization in sub-Saharan Africa (Henderson

et al., 2017) and Mexico (Nawrotzki et al., 2017). The hypothesis in this paper is that urbanization may be an
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effective climate change adaptation strategy, depending on the capacity of urban systems to absorb climate

migrants.

To simulate the effects of climate change, my goal is to compute for each nation how a 1.5◦ rise in global

temperature would affect each nation’s agricultural productivity and amenities. At high temperatures, crop

yields can fall dramatically (Schlenker and Roberts, 2009). As a result of climate change, agricultural ameni-

ties can suffer as rural populations are increasing exposed to heat stress, flooding, and ultimately increased

mortality (Carleton, 2017). I focus on agriculture as climate change will predominately affect agricultural

livelihoods, and has limited impacts on industrial productivity (Nath, Forthcoming).39 To do so requires

knowing how local temperature over croplands will change in reaction to a rise in global temperature, and

how those temperature effects scale to changes in agricultural productivity and amenities. I rely on a damage

function which maps changes in temperature to percent changes in agricultural productivity and amenities.

I use the damage function on agricultural productivity estimated in Conte et al. (2021), which peaks at 19.9◦

– rises in temperature above this result in losses, and below which imply gains – and apply this damage func-

tion to shock both local productivity and amenities in the agricultural sector. This is an appropriate damage

function to use. In the left panel Appendix Figure A12, I show that the relationship between crop tempera-

ture shocks and changes in urbanization is U-shaped with a nadir around 20◦. In the right panel, I estimate

the long-run marginal effect of a 1◦ shock across the temperature distribution, controlling for country and

year effects as well as the lag of the population share urbanized.40 The long-run marginal effect of cropland

temperature on urbanization is positive for shocks in regions above 15◦ at baseline, and the effect becomes
39This is not to say that climate change will not affect cities. Casey et al. (2024) estimate significant damages of climate change

in investment sectors, including construction, which can dampen cities ability to build floorspace or transportation infrastructure.
Moreover, by exacerbating urban temperatures (the ‘heat island’ effect, Huang et al., 2019), increasing flood risk, and so on, climate
change change directly affect the welfare of urban residents. Studying the effects of climate change on cities is an exciting research
agenda, but too little is known at this point to confidentially model the impacts in my framework. Early literature in this area
includes Hsiao (2023), who models the effect of sea level rise in Jakarta, while Bearpark et al. (2024) study the mortality effects of
urban flooding in Mumbai. Urbanization may also be an effective adaptation strategy as urban life is associated with fewer carbon
emissions (Glaeser and Kahn, 2010).

40That is, I estimate,

% urbannt = ψ0(Tnt − 20) + ψ1(Tnt − 20)2 + λ% urbannt−1 + ξn + ξt + ent,

where Tnt is nation n’s average crop-land weighted temperature in degrees C in year t. The idea is that this suite of fixed effects,
alongside the lag of the dependent variable, isolates temperature and urbanization shocks that deviate from secular changes in both
variables so as to isolate the causal effect of temperature shocks on urbanization. The long run marginal effect plotted in the right
panel of Appendix Figure A12 is,

estimated long-run marginal effect = ψ̂0 + 2ψ̂1(Tnt − 20)

1− λ̂
.

I compute standard errors using the delta method.
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Figure 13: Effects of 1.5◦ rise in global temperature. Left: Correlation of climate damages and the average
urban cost elasticity. Right: welfare loss under 1.5◦ warming against the average urban cost elasticity.

significant above 20◦, while it is negative in cooler places, consistent with the hypothesis that climate change

is driving urbanization only in hot regions where the negative effects of rising temperatures are expected.

To get baseline local temperature, I use gridded average annual land surface temperature from Berkeley Earth.

I form cropland-weighted average annual temperatures at the country level using the 2015 global cropland

extent from Thenkabail et al. (2021). For each country, I estimate a linear pattern scaling,41 which describes

how much local temperature over cropland in a given country rises as global temperature rises. Appendix

Figure A11 plots the rise in global cropland temperature and the estimated pattern scaling. Temperatures

over cropland have risen faster and more steadily than the rise in global temperature. Cropland temperature

has risen faster farther from the equator. This machinery maps how a rise in global temperature translate to

a local temperature change, and what percent change in agricultural productivity and amenities is implied by

that temperature change.

In the left panel of Figure 13, I show that the covariance between the average log urban cost elasticity across
41That is, I estimate,

cropland-weighted average annual tempnt = ςnGlobal temperaturet + ξn + unt

for country n in year t by OLS, where ξn is a country fixed effect and ςn is a country-specific pattern scaling. Global temperature
reflects global average anomalies over land and sea surface, and is a separate data product for which cropland-weighted average
temperature does not enter directly, so the pattern scaling is not biased upwards mechanically.
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cities within a country and its agricultural damages is negative (left panel). This translates to large welfare

losses from climate change in countries with high urban cost elasticities on average. In the right panel, I

plot the percent change in welfare associated with a rise in global temperature against a country’s average

urban cost elasticity. As is consistent with the literature, there is geographic heterogeneity, with some places

benefiting from the rise in temperature, and the majority of countries – primarily those in the developing world

– suffer significantly (see, e.g., Cruz and Rossi-Hansberg, 2024).42 Importantly, the relationship between the

welfare change and the average urban cost elasticity is negative. The reason is that climate change pushes

agents out of the agricultural sector towards cities. The capacity of those cities to absorb climate migrants,

and thus the nation’s capacity to adapt to the climate shock through urbanization, depends on urban cost

elasticities in its cities. Nations with high urban cost elasticities may suffer more because the strength of this

adaptation mechanism is attenuated.

Conditional on the size of the damage shock, countries with a higher average urban cost elasticity face larger

welfare losses. Appendix Table A7 shows this. In each column, I regress a country’s change in welfare on its

log average urban cost elasticity, conditional on covariates. Column 1 reports the unconditional relationship:

doubling the urban cost elasticity reduces the change in welfare by on average 26 percentage points, as is

visible in Figure 13. However, this may simply be driven by omitted variable bias. First, countries with high

urban cost elasticities face higher damages. In column 2, I control for the size of damages to agriculture, as

well as a second order polynomial in the baseline crop temperature. The relationship between welfare losses

and the urban cost elasticity remains significant and negative; doubling the average urban cost elasticity is

associated with a 9 pp decrease in welfare, conditional on the size of the climate shock. An additional omitted

variable is how urbanized a country is at baseline, as less urbanized countries have a larger share of their

population exposed to climate change. In column 3, I control for the baseline share of the population that lives

in cities. The relationship between the welfare loss from climate change and a country’s log average urban

cost elasticity attenuates slightly but remains negative and significant. Doubling the urban cost elasticity

amplifies the welfare loss from climate change by around 8 percentage points. In sum, the nations most

exposed to the global climate shock are also those with the urban systems most ill-suited to react, amplifying

the heterogeneity in the welfare impact of climate change across space.
42The estimated welfare effects appear large – e.g., a welfare loss of 20% in the hardest hit places. However, a rise in temperature

of 1.5◦C would take decades to materialize from today. Assuming a discount factor of 0.98 applied over a 40 year horizon implies
that the PDV of this welfare change is around −9%, which is close to the estimates for these regions in Cruz and Rossi-Hansberg
(2024).
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In this counterfactual, the primary driver of pushing workers to the urban sector is damages to agricultural

amenities. A negative shock to agricultural productivity raises the price of the agricultural good, keeping

workers in the agricultural sector. In Appendix F.2, I explore the effect of positive agricultural productivity

shocks that are on the order of magnitude of those experienced during the Green Revolution, holding agri-

cultural amenities fixed. Positive agricultural shocks put enough downward pressure on prices to free up

labor and reallocate it to the urban sector. Holding the size of the positive agricultural productivity shock

fixed, welfare gains are largest in the least urbanized countries. Among those nations, countries with a higher

urban cost elasticity on average experience smaller welfare gains as their cities are less capable of expanding

to absorb urban migrants. However, the model omits both international trade and the necessary ingredient of

a household demand elasticity for agricultural goods less than 1 required to match movements in prices and

quantities observed in the structural transformation literature (Caselli and Coleman, 2001), so this exercise

simply provides suggestive evidence that differences in urban costs can imply different speeds of structural

transformation. Exploring this fully is an avenue I leave open for future research.

6 Conclusion

This paper argues that developing countries have failed to reap the full benefits of urban agglomeration be-

cause the costs of urban scale in such nations are too high. Basic facts about cities suggest the fact that the

urban costs are high in low-income nations, relative to high-income nations. First, cities in developing coun-

tries have accommodated demand for floorspace by building horizontally rather than vertically, suggesting

that relative to the rich world, there are technological or regulatory barriers to vertical expansion. Finally,

there is more built volume in the urban cores of developing cities relative to their peripheries than there is

in rich-world cities. This pattern of development may be driven by either an elastic supply of floorspace or

greater demand for cities’ downtowns, stemming from poor transportation infrastructure.

To quantify differences in urban technology across space, and how they matter for economic development, I

develop a general equilibrium model of cities and an agricultural sector linked through trade and migration.

In the model, cities differ in terms of their urban technology: their ability to build vertically, horizontally,

and the costs of commuting within them. All three components of a city’s urban technology govern its the
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level of urban costs in a city and its urban cost elasticity. The urban cost elasticity is a land-supply elasticity

weighted average of congestion forces that operate through the floorspace market and through transportation

costs. The model implies several estimating equations to recover components of the urban technology. My

estimates are consistent with the patterns described above: floorspace supply is less elastic in low-income

nations, but land is more elastically supplied in low-income nations. However, commuting costs are much

higher in low-income nations. Consequently, urban cost elasticities are 35% higher in the low-income nations

compared to high-income nations. Using my estimates, I recover building productivity across cities. Building

productivity is on average over 3 log points lower in the developing world, compared to the rich world.

I use my quantitative model to explore how these differences in urban costs around the world matter for

economic development. Lowering the average level of the urban cost elasticity around the world to the average

level in the United States delivers large welfare gains globally. These gains are largest in the developing world,

where a third of the gains come from the general equilibrium reallocation of workers out of agriculture

towards cities, and the sorting of workers to more productive cities. This counterfactual demonstrates how

lower urban costs can foster economic development, and illustrates the role of urban costs play in shaping

a nation’s aggregate productivity. To understand what available policies can reduce urban costs, I explore

the efficacy of urban road paving around the world. In lower middle-income nations, well-targeted road

paving is a cost-effective way of reducing urban costs, delivering modest welfare gains in across nations in

the developing world. Finally, I argue that high urban costs hinder climate change adaptation by reducing

the ability of cities to absorb climate migrants. This mechanism amplifies spatial heterogeneity in the cost of

climate change, as the countries most exposed to climate change have urban systems that are the least capable

of absorbing climate migrants.

The framework I have provided could additionally be leveraged to think about several questions in macroeco-

nomics. First, the model could be augmented to include international trade, and used to study how a nation’s

openness to trade affects the urbanization process. Second, the framework could be used to better understand

urbanization via structural transformation by incorporating richer heterogeneity with the agricultural sector,

internal bilateral migration costs, and nonhomothetic preferences.

Overall, this study highlights the importance of city-level characteristics in explaining differences in macroe-

conomic aggregates. Nations with better urban technology have higher aggregate productivity because they
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can better reap the benefits of cities’ productivity advantages. This underscores the importance of research

that focuses on how to improve cities around the world. Cities are rapidly changing, but several important

features of cities have been absent in this study and demand further attention. First, modes of transit vary

across cities, with people in the developing world increasingly using informal transit options and motorcycles.

Policy that allows cities to better adapt to these changes in transportation technology may be an effective way

of reducing transportation costs. Second, many developing cities have slums, which governments routinely

clear. Whether these slums decrease urban productivity or provide access to cities for people who otherwise

would not live in them remains an open question (Monge-Naranjo et al., 2022). As cities are replete with ex-

ternalities, understanding the costs and benefits of urban policy interventions remains an important agenda.

This study has shown that differences in urban costs across cities and nations have large macroeconomic

consequences: in short, when it comes to improving the quality of cities, the stakes are large.
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Gaduh, Arya, Tadeja Gračner, and Alexander D Rothenberg (2022). “Life in the slow lane: Unintended con-
sequences of public transit in Jakarta”. In: Journal of urban economics 128, p. 103411.

Gibson, John, Susan Olivia, Geua Boe-Gibson, and Chao Li (2021). “Which night lights data should we use
in economics, and where?” In: Journal of Development Economics 149, p. 102602.

Glaeser, Edward L and Matthew E Kahn (2010). “The greenness of cities: Carbon dioxide emissions and
urban development”. In: Journal of urban economics 67.3, pp. 404–418.

Gollin, Douglas (2014). “The Lewis model: A 60-year retrospective”. In: Journal of Economic Perspectives
28.3, pp. 71–88.

Gollin, Douglas, Martina Kirchberger, and David Lagakos (2021). “Do urban wage premia reflect lower
amenities? Evidence from Africa”. In: Journal of Urban Economics 121, p. 103301.

Gollin, Douglas, David Lagakos, and Michael E Waugh (2014). “The agricultural productivity gap”. In: The
Quarterly Journal of Economics 129.2, pp. 939–993.

Gomtsyan, David (2024). “Building the city under financial frictions”. In: Review of Economic Dynamics
52, pp. 70–83.

Gonzalez-Navarro, Marco and Climent Quintana-Domeque (2016). “Paving streets for the poor: Experimen-
tal analysis of infrastructure effects”. In: Review of Economics and Statistics 98.2, pp. 254–267.

Hanson, Gordon H (1998). “Regional adjustment to trade liberalization”. In: Regional science and urban
economics 28.4, pp. 419–444.

58



Harari, Mariaflavia (2020). “Cities in bad shape: Urban geometry in India”. In: American Economic Review
110.8, pp. 2377–2421.

Harris, John R and Michael P Todaro (1970). “Migration, unemployment and development: a two-sector
analysis”. In: The American economic review 60.1, pp. 126–142.

Henderson, J Vernon (1974). “The sizes and types of cities”. In: The American Economic Review 64.4,
pp. 640–656.

Henderson, J Vernon, Adam Storeygard, and Uwe Deichmann (2017). “Has climate change driven urbaniza-
tion in Africa?” In: Journal of development economics 124, pp. 60–82.

Henderson, J Vernon, Adam Storeygard, and David N Weil (2012). “Measuring economic growth from outer
space”. In: American economic review 102.2, pp. 994–1028.

Herrendorf, Berthold and Todd Schoellman (2018). “Wages, human capital, and barriers to structural trans-
formation”. In: American Economic Journal: Macroeconomics 10.2, pp. 1–23.

Hong, Guangbin (2024). “Understanding the Urban Earnings Growth Premium”. In.
Hsiao, Allan (2023). “Sea level rise and urban adaptation in Jakarta”. In: Working paper.
Huang, Kangning, Xia Li, Xiaoping Liu, and Karen C Seto (2019). “Projecting global urban land expansion

and heat island intensification through 2050”. In: Environmental Research Letters 14.11, p. 114037.
Jacobs, Jane (1969). The Economy of Cities. New York: Random House.
Jedwab, Remi, Prakash Loungani, and Anthony Yezer (2021). “Comparing cities in developed and devel-

oping countries: Population, land area, building height and crowding”. In: Regional Science and Urban
Economics 86, p. 103609.

Kreindler, Gabriel, Arya Gaduh, Tilman Graff, Rema Hanna, and Benjamin A Olken (2023). Optimal Public
Transportation Networks: Evidence from the World’s Largest Bus Rapid Transit System in Jakarta. Tech.
rep. National Bureau of Economic Research.

Kummu, Matti, Maija Taka, and Joseph HA Guillaume (2018). “Gridded global datasets for gross domestic
product and Human Development Index over 1990–2015”. In: Scientific data 5.1, pp. 1–15.

Lagakos, David (2020). “Urban-rural gaps in the developing world: Does internal migration offer opportu-
nities?” In: Journal of Economic perspectives 34.3, pp. 174–192.

Lagakos, David, Samuel Marshall, Ahmed Mushfiq Mobarak, Corey Vernot, and Michael E Waugh (2020).
“Migration costs and observational returns to migration in the developing world”. In: Journal of Mone-
tary Economics 113, pp. 138–154.

Lagakos, David, Ahmed Mushfiq Mobarak, and Michael E Waugh (2023). “The welfare effects of encourag-
ing rural–urban migration”. In: Econometrica 91.3, pp. 803–837.

Lagakos, David and Michael E Waugh (2013). “Selection, agriculture, and cross-country productivity dif-
ferences”. In: American Economic Review 103.2, pp. 948–980.

Lall, Somik, Mathilde Lebrand, Hogeun Park, Daniel Sturm, and Anthony Venables (2021a). Pancakes to
Pyramids: City form to promote sustainable growth. World Bank.

Lall, Somik, Mathilde Lebrand, and Maria Edisa Soppelsa (2021b). “The Evolution of City Form”. In.
Lewis, W. Arthur (May 1954). “Economic Development with Unlimited Supplies of Labour”. In: The Manch-

ester School 22.2, pp. 139–191.
Lhuillier, Hugo (2023). “Should I Stay or Should I Grow?” In: Working Paper.
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local infrastructure investment: Evidence from urban Mexico”. In: American Economic Journal: Applied
Economics 10.3, pp. 263–286.

Mills, Edwin S. and Jee Peng Tan (1980). “A comparison of urban population density functions in developed
and developing countries”. In: Urban studies 17.3, pp. 313–321.

Monge-Naranjo, Alexander, Pedro Cavalcanti Ferreira, and Luciene Torres de Mello Pereira (2022). “Of
Cities and Slums”. In: Working paper.

Monte, Ferdinando, Stephen J. Redding, and Esteban Rossi-Hansberg (Dec. 2018). “Commuting, Migration,
and Local Employment Elasticities”. In: American Economic Review 108.12, pp. 3855–90.

Morris, Carl N (1983). “Parametric empirical Bayes inference: theory and applications”. In: Journal of the
American statistical Association 78.381, pp. 47–55.

Moscona, Jacob (2019). “Agricultural Development and Structural Change, Within and Across Countries”.
In: Working paper.

Munshi, Kaivan and Mark Rosenzweig (2016). “Networks and misallocation: Insurance, migration, and the
rural-urban wage gap”. In: American Economic Review 106.01, pp. 46–98.

Murray, Michael P and Guoqing Sun (2017). “The demand for space in China”. In: Journal of Urban Eco-
nomics 98, pp. 214–222.
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A Additional tables and figures

A.1 Additional figures

Figure A1: Percent differences in urban form variables, for cities in low-income and middle-income nations,
relative to high-income nations, conditional on city GDP. Confidence intervals computed using robust stan-
dard errors.
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Figure A2: local polynomial smoother of built volume against the log distance to the CBD, normalized to 0
at 1km across all cities with a radius of at least 5km in country income bins.

Figure A3: Left: ICP housing expenditure share using data from the World Bank. Right: alternative τ
estimates
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Figure A4: Spatial distribution of floorspace supply elasiticites, γi, commuting cost elasticity estimates, τi,
and land supply elasticities ρi. Values for τi and ρi are right censored around the 98th percentile of the
distribution, at values 0.22 and 3, respectively. 64



Figure A5: Left: The average urban cost elasticityκi across cities in a nation versus a nation’s log GDP/capita.
Right: average log building productivity (ZHi ZXi ) versus a nation’s log GDP/capita.

Figure A6: scatter of τi vs log population net country fixed effects (using the methodology of Cattaneo et al.
(2024). Histogram of τi shown in grey.
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Figure A7: Conditional binscatter of the urban cost elasticity, κi versus building productivity, ZHi ZXi , con-
ditional on country fixed effects.

Figure A8: Welfare and urbanization effects from changing the urban cost elasticity, κi to the U.S. level.
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Figure A9: Welfare effects across regions from changing different components of the urban cost elasticity.

Figure A10: Population change in sub-Saharan African cities from paving top cities’ roads.
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Figure A11: Left: average rise in global temperature and cropland temperature. Right: estimated pattern
scaling

Figure A12: Left: Binscatter of urbanization rate, 1950-2015 against cropland temperature, conditional on
country and year fixed effects. Right: estimated damage function, controlling for the lag of the urbanized
share of the population and twoway clustering standard errors at the country and year level.

68



A.2 Additional tables

Region κi τi γi ρi

China 0.071 0.084 1.346 1.402
Former Soviet / DPRK 0.071 0.070 1.272 1.206
South Asia 0.097 0.149 1.060 1.317
Latin America and the Caribbean 0.115 0.161 0.620 1.505
North America and Europe 0.082 0.086 1.062 1.136
Southeastern/Eastern Asia and Oceania 0.097 0.107 0.946 0.872
Sub-Saharan Africa 0.149 0.254 0.454 2.087
Western/Central Asia and Northern Africa 0.092 0.123 0.879 1.849

Table A1: Averages of the urban cost elasticity, κi and its components, the commuting cost elasticity (τi),
the floorspace supply elasticity (γi) and the land supply elasticity (ρi) by region.

τi γi ρi

Coefficient 0.321 −0.034 −0.003
(0.003) (0.001) (0.000)

Partial R-squared 0.473 0.242 0.022

Table A2: Partial R-squareds from a regression of κi on its components. Each column reports a regression
coefficient and partial R-squared value for the different elements of κi from a multivariate regression of κi
on τi, γi and ρi. Conventional standard errors in parentheses.
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Speed near city center Speed indices

(1) (2) (3) (4) (5) (6) (7) (8)

log dowtown speed (midnight) -1.064 -0.374 -1.899 -1.222
(0.277) (0.340) (0.391) (0.476)

log dowtown speed (midday) 0.917 0.239 1.478 0.660
(0.238) (0.307) (0.278) (0.417)

Uncongested speed index -1.610 -0.219 -3.103 -1.726
(0.459) (0.524) (0.769) (0.906)

Speed index 1.679 0.185 2.919 1.210
(0.463) (0.535) (0.623) (0.811)

log pop -0.090 -0.053 -0.099 -0.067
(0.038) (0.044) (0.036) (0.043)

log population/km2 0.002 -0.162 0.016 -0.162
(0.052) (0.085) (0.051) (0.087)

1(primate city) -0.152 -0.161 -0.155 -0.160
(0.117) (0.159) (0.120) (0.163)

Observations 856 856 856 856 856 856 856 856
R-squared 0.02 0.04 0.26 0.27 0.02 0.04 0.25 0.27
Country FE ✓ ✓ ✓ ✓

Table A3: Correlation with Akbar et al. (2023b) city speed variables. Dependent variable: log τi. Robust
standard errors in parentheses.

κi log κ

(1) (2) (3) (4)

log GDP/cap (country) -0.013 -0.081
(0.002) (0.013)

log GDP/cap (city) -0.006 -0.036
(0.001) (0.003)

log population (city) -0.006 -0.036
(0.000) (0.003)

Observations 127 9,358 127 9,358
R-squared 0.25 0.39 0.25 0.39
R-squared (within) 0.04 0.03
Country FE ✓ ✓

Table A4: Income and population correlations with κi. Robust standard errors in parentheses.
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(1)
Shipment value

Log dist -0.923
(0.022)

N 4,817

Table A5: Gravity regression of the value of intercity road shipments against distance, conditional on origin
and destination fixed effects in the 2017 U.S. Commodity Flows Survey. Robust standard errors in parenthe-
ses. Distance is defined as 1 + dij where dij is measured in kilometers.

(1) (2) (3)

Share of roads paved -0.790 -0.709 -0.328
(0.033) (0.071) (0.117)

Log total street length -0.255 -0.142
(0.064) (0.079)

Log average number of lanes -0.094 0.021
(0.098) (0.112)

Log number of intersections 0.106 0.011
(0.055) (0.074)

Log average road width -0.015 -0.015
(0.025) (0.026)

1(primate) -0.214 -0.217
(0.072) (0.082)

Log population 0.015 -0.001
(0.023) (0.026)

Observations 5,641 1,604 1,581
R-squared 0.09 0.14 0.29
R-squared (within) 0.08
Country FE ✓

Table A6: Dependent variable: log τi. Robust standard errors in parentheses.
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(1) (2) (3)

Log κ (average urban cost elasticity) -25.702 -9.204 -7.731
(2.968) (1.538) (2.108)

Damage factor 0.274 0.284
(0.065) (0.064)

Crop temperature (2015) 2.231 2.403
(0.813) (0.801)

Crop temperature2 -0.064 -0.066
(0.016) (0.016)

Baseline urbanization level (%) 0.049
(0.034)

R-squared 0.359 0.840 0.846
Observations 151 151 151

Table A7: Welfare effects in counterfactual simulations of the model’s equilibrium from a 1.5◦ rise in global
temperature projected onto a nation’s average log urban cost elasticity, κi, controling for damages from the
shock, baseline temperature, and baseline urbanization level.
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B Full model derivation

Environment

The economy of nation n is composed of a mass of Ln households, and In cities indexed by i which produce
traded urban varieties, and an agricultural sector denoted by a, which produces a freely traded good which
is numeraire.

Cities are monocentric and circular with radius Xi. Each city contains a citywide developer that constructs
both urban land and floorspace atop it using the agricultural good and land.

Ex-ante identical households whether to work in the agricultural sector or urban sector, and conditional
on working in the urban sector, decide in which city to live and the location x within the city to live. Their
location choice depends on a realization of an idiosyncratic preference shock which is iid across cities and the
agricultural sector. Households are freely mobile across locations with in each city. Households inelastically
supply labor to the sector in which they work and earn a wage wi, which finances their consumption of
urban varieties, the agricultural good, and floorspace. Urban development is absent in the rural sector, and
consequently their demand for floorspace is met by directly consuming land which they are also assumed to
own, – i.e., they ‘live on the farm.’

Preferences

Households have Cobb-Douglas preferences over urban varieties (traded), agriculture (freely traded and the
numeraire), and floorspace. For agent ν, their problem is,

max
i,x,cu,ca,h

Ai(x)
(cu
α

)α(ψHh
β

)β (
ca

1− α− β

)1−α−β
ϵνi s.t.

∑
j

pjicj + qi(x)h+ ca ≤ wi

where,

cu =

 In∑
j=1

(cj)
σ−1
σ

 σ
σ−1

and urban varieties each have price pji.

The term ϵνi is an idiosyncratic preference shock which is Fréchet distributed with scale parameter ε iid over
locations, where i = a for the agricultural sector and otherwise i = 1, ..., In enumerates cities.

Consequently, in any city i and location x, indirect utility is,

vi(x) = Ai(x)
wi

Pαi qi(x)
β
(ψH)β

where,

Pi =

∑
j

(pji)
1−σ

 1
1−σ

.
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Locations in cities are exogenously characterized by their amenity supply functions,

Ai(x) = Ãi︸︷︷︸
citywide amenities

· (x)−τi︸ ︷︷ ︸
commuting costs

.

where,

Ãi = Ai

(
1− τi

2

1 + γi
β

)−
(

β
1+γi

1
1+ρi

+
ρi

1+ρi

τi
2

)
.

This functional form is chosen so that the elasticities γi, τi do not affect the level of utility in any given city.

Citybuilding technology

In each city, there is a continuum of identical developers that can build floorspace per unit of land at each x
with the technology,

Hi(x) =

(
γi

1 + γi

)−1(ZHi
ψH

) 1
1+γi

c
γi

1+γi
a Ti(x)

1
1+γi .

To begin construction, they must pay a fixed cost,

Fi(x) =

 ψX

ZXi

(
1

1+γi

(
1− τi

2
1+γi
β

)) −ρi
1+ρi


1+1/ρi

(x)2/ρi .

What matters in this functional form is that fixed costs rise in x at rate 2/ρi. The rescaling of the level of fixed
costs ensures that the intercept of the land supply curve does not depend on elasticities and is a parameter I
can hold fixed.

Subsequently, for a developer who enters at x, their problem is,

max
ca

qi(x)Hi(x)− ca − Fi(x), such that Hi(x) =

(
γi

1 + γi

)−1 ZHi
ψH

c
γi

1+γi
a Ti(x)

1
1+γi

Developers do not enter at x if land rents ri(x) < Fi(x), where land rents are,

ri(x) = max
ca

qi(x)Hi(x)− ca.

City partial equilibrium

A city (partial) equilibrium for city i is, given {wi, Li} and {pji} as well as Ai(x), ZHi , ZXi , ψH , ψX , and
parameters {α, β, γi, τi, ρi, σ}, is a set of floorspace prices and quantities, {qi(x), Hi(x)}, an urban radius
Xi, a population distribution across locations in the city {Li(x)}, and a common level of (indirect) utility vi
such that,

1. Freely mobile households maximize, taking wages, prices, and the rebate as given, so that floorspace
demand per-person is,

hi(x) =
βwi
qi(x)
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and a spatial equilibrium holds so that indirect utility everywhere is equal to some citywide value vi,

vi(x) = vi ∀x ∈ (0, Xi];

2. each developer profit maximizes, optimally choosing Hi(x) given qi(x);

3. developers freely enter until ri(Xi) = Fi(Xi);

4. each household is housed somewhere, so that,

2π

∫ Xi

0
xLi(x)dx = Li;

5. and the floorspace market clears so that,

Hi(x) = hi(x)Li(x) ∀x ∈ (0, Xi].

Solution to the city equilibrium Starting with household indirect utility,

vi(x) = Ai(x)
wi

Pαi qi(x)
β
(ψH)β

by spatial equilibrium (vi(x) = vi ∀x ∈ (0, Xi]), this means,

qi(x) =

(
Ai(x)wiP

−α
i

vi

)1/β

where vi is the common level of utility achieved at all locations x in the city.

Inverting the first order condition on Hi(x) gives the floorspace supply function,

qi(x)

(
ZHi
ψH

) −1
1+γi

(ca)
−1

1+γi = 1

=⇒ Hi(x) =
ZHi
ψH

qi(x)
γi

then by housing market clearing,
qi(x)Hi(x) = βwiLi(x).

Plugging in for Hi(x),

qi(x)
1+γi

ZHi
ψH

= βwiLi(x)

or,

qi(x) =

βwiLi(x)
ZH
i

ψH

 1
1+γi
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combining with the spatial equilibrium condition gives,

(
Ai(x)wiP

−α
i

vi

)1/β

=

βwiLi(x)
ZH
i

ψH

 1
1+γi

we can now use this to solve for vi and consequently Li(x) using,

2π

∫ Xi

0
xLi(x)dx = Li

Inverting the housing market clearing condition with plugged-in supply functions and price gradients to solve
for Li(x) gives,

Li(x) =
Ai(x)

1+γi
β

2π
∫ Xi

0 sAi(s)
1+γi
β ds

Li

Consider the functional form on Ai(x),
Ai(x) = Ãi · x−τi

Now consider,

Li(x) =
x
−τi

1+γi
β

2π
∫ Xi

0 s
1−τi

1+γi
β dsl

Li

=
x
−τi

1+γi
β

2π ×
[

1

2−τi
1+γi
β

s
2−τi

1+γi
β

]Xi

0

Li

=
x
−τi

1+γi
β

2πXi
1

2−τi
1+γi
β

X
−τi

1+γi
β

i

Li

=

(
1− τi

2

1 + γi
β

)(
x

Xi

)−τi
1+γi
β Li

πX2
i

this is the population distribution along any ray from the center of the city (x = 0).

Finally, we must solve for Xi. Land rents are a constant share of revenue at the periphery,

β

1 + γi
wiLi(Xi) = Fi(Xi)

Plugging in for Li(Xi) and Fi(Xi)

β

1 + γi
wi

(
1− τi

2

1 + γi
β

)
Li
πX2

i

=

 ψX

ZXi

(
1

1+γi

(
1− τi

2
1+γi
β

)) −ρi
1+ρi


1+1/ρi

(x)2/ρi .
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Solving for area gives the land supply curve,

πX2
i = π

(
ZXi
ψX

)(
β

π
βwiLi

) ρi
1+ρi

.

Characterizing the equilibrium: city level aggregates

Because of the spatial equilibrium condition, it is sufficient to characterize utility in the city with utility at
the fringe, vi = vi(Xi). So,

vi = vi(Xi)

= Ai ·X−τ
i

wi
Pαi qi(Xi)β

= Ai ·X−τ
i

wi
Pαi

(
βwiLi(Xi)

ZHi /ψ
H

) −β
1+γi

= Ai ·X−τ
i

wi
Pαi

(
βwi

ZHi /ψ
H

(
1− τi

2

1 + γi
β

)
Li
πX2

i

) −β
1+γi

= Ai
wi
Pαi

(ZHi /ψ
H)

β
1+γi

(
1− τi

2

1 + γi
β

) −β
1+γi

(β/π)
−β

1+γi (wiLi)
−β

1+γi (X2
i )

2
(

β
1+γi

− τi
2

)

Now using,

X2
i =

(
ZXi
ψX

)
(wiLi)

ρi
1+ρi .

and,

Ãi = Ai

(
1− τi

2

1 + γi
β

)−
(

β
1+γi

1
1+ρi

+
ρi

1+ρi

τi
2

)

vi = vi(Xi) = Ai

(
ZHi
ψH

) β
1+γi

(
ZXi
ψX

)(
β

1+γi
− τi

2

)
wi
Pαi

(
β

π
wiLi

)−
(

β
1+γi

1
1+ρi

+
ρi

1+ρi

τi
2

)
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How much floorspace volume is built in aggregate? Call aggregate floorspace Hi,

Hi = 2π

∫ Xi

0
xHi(x)dx

= 2π

∫ Xi

0
x
ZHi
ψH

qi(x)
γidx

= 2π
ZHi
ψH

∫ Xi

0
x

βwiLi(x)
ZH
i

ψH


γi

1+γi

dx

= 2π

(
ZHi
ψH

) 1
1+γi

(
βwiLi
πX2

i

) γi
1+γi

(Xi)
τi

γi
β

(
1− τi

2

1 + γi
β

) γi
1+γi

∫ Xi

0
(x)

1−τi
γi
β dx

= 2π

(
ZHi
ψH

) 1
1+γi

(
βwiLi
πX2

i

) γi
1+γi

(Xi)
τi

γi
β

(
1− τi

2

1 + γi
β

) γi
1+γi

[
1

2− τi
γi
β

X
2−τi

γi
β

i

]

Then,

Hi = 2π

(
ZHi
ψH

) 1
1+γi

(
βwiLi
πX2

i

) γi
1+γi

(X2
i )

(
1− τi

2
1+γi
β

) γi
1+γi

2− τi
γi
β

Which can be rearranged,

Hi

πX2
i

=

(
βwiLi
πX2

i

) γi
1+γi

(
ZHi
ψH

) 1
1+γi

(
1− τi

2
1+γi
β

) γi
1+γi

1− τi
2
γi
β

This implies the relationship between total built volume, GDP, and area,

logHi =
γi

1 + γi
logwiLi +

1

1 + γi
logX2

i + ai

where wiLi is city GDP and ξi subsumes city-specific constants.

The total area of the city implies the estimating equation

log πX2
i =

ρi
1 + ρi

logwiLi + bi

where bi subsumes the TFP constant.

Production in urban and rural sectors

I have taken wi and Li to so far be exogenous and have not discussed the agricultural sector. I will now
characterize both of these objects.

Production in cities is constant returns with external scale economies which capture urban agglomeration
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forces,

yi = Zyi Li, Zyi = Z̄yi ·
(

Li
πX2

i

)ζ
, ζ > 0

The rural sector combines land and labor to produce agricultural goods,

ya = Za(La)
1−µ(T ya )

µ

where T ya is the choice of land used for farming.

General equilibrium

A general equilibrium of the model is, given {Zyi }, Za, Ta and parameters {µ, λ, ε} and all primitives of the
city-partial equilibrium, a set of wages and a population distribution {wi, Li}, wa, La such that,

1. Taking wages and floorspace prices as given, households optimizally choose their location (across
cities), and floorspace is demanded optimally in the agricultural sector;

2. taking wages and land prices as given, urban and rural producers profit-maximize;

3. the aggregate labor market clears so that, ∑
i=a,1,...,In

Li = Ln

4. the agricultural land market clears, so that land for consumption and production exhausts the fixed
supply of agricultural land,

T ya + haLa = Ta;

5. land rents in the agricultural sector are rebated back to agricultural households;

6. the urban goods market clears, so that,
yi =

∑
j

cij

where cij is the total amount of city i’s good is demanded by city j;

7. the agricultural goods market clears;

8. and all optimization and market clearing conditions of the city partial equilibrium hold.

General equilibrium solution

First, by properties of the Fréchet distribution, the population distribution across cities is given by,

Li =
(vi)

ε

(va)ε +
∑In

j=1(vj)
ε
Ln, La ∝

(va)
ε

(va)ε +
∑In

j=1(vj)
ε
Ln.
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Both urban and agricultural labor markets are competitive, so profit maximization ensures that wages are
marginal products,

wi = piZ
y
i , wa = Za(La/T

y
a )

−µ

Households earn a fraction (1− µ) of agricultural income Ya as wage income, while the fraction µ is spent
on land for productive use. Total land rents in the agricultural sector, qaTa are rebated back to households,
so total expenditure on land for floorspace is in equilibrium given by land market clearing,

T ha + T ha = Ta =⇒ β(1− µ)Ya + µYa + βqaTa = qaTa

This implies, (
β(1− µ) + µ

1− β

)
Ya
Ta

= qa

Since productive land demand satisfies,

qaT
y
a = µYa =⇒ β(1− µ) + µ

1− β

Ya
Ta
T ya = µYa

or, that productive land use is a constant fraction of total land use,

T ya =
µ(1− β)

β(1− µ) + µ
Ta =

µ(1− β)

µ(1− β) + β
Ta

Therefore, T ha = β
µ(1−β)+βTa.

Wages w̃a are marginal products, so,

w̃a = (1− µ)Za(La)
−µ(T ya )

µ = (1− µ)Za

(
µ(1− β)

µ(1− β) + β
Ta

)µ
︸ ︷︷ ︸

≡Z̃a

(La)
−µ

Total agricultural compensation per worker, w̃a, which accounts for the rebate and is measured in units of Ya
is also,

wa = (1− µ)
Ya
La

+
qaTa
La

=
1

La

(
(1− µ)

Ya
La

+
qaTa
La

)
=

1

La
((1− µ)Ya + qaTa)

=
1

La

(
(1− µ)Ya +

β(1− µ) + µ

1− β
Ya

)
=
Ya
La

(
(1− µ)(1− β) + β(1− µ) + µ

1− β

)
=
Ya
La

(
1

1− β

)
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Now to derive indirect utility in the agricultural sector,

va = Aa
wa

Pαa q
β
a

= Aa

Ya
La

(
1

1−β

)
Pαa

(
β(1−µ)+µ

1−β
Ya
Ta

)β
= Aa(Ta)

β

Ya
La

(
1

1−β

)
Pαa

(
β(1−µ)+µ

1−β
YaLa
La

)β
= Aa(Ta)

β

(
1

1− β

)(
β(1− µ) + µ

1− β

)−β Ya
La

Pαa

(
YaLa
La

)β
= Aa(Ta)

β

(
1

1− β

)(
β(1− µ) + µ

1− β

)−β
(
Ya
La

)1−β
Pαa

L−β
a

Now, plugging in for the production function, Ya/La = Z̃a(La)
−µ, we have that,

va = Aa(Ta)
β

(
1

1− β

)(
β(1− µ) + µ

1− β

)−β
(
Z̃a

)1−β
(La)

−(µ(1−β)+β)

Pαa

which captures the two congestion forces of population in the agricultural sector: bidding up housing prices,
and bidding down wages.

Finally, we need to pin down wages in the urban sector through goods market clearing. Agricultural goods
market clearing will mechanically be satisfied by Walras’ law.

Goods market clearing requires that the value produced in the urban sector, measured in wages, equals econ-
omywide expenditure on that good.

For city i,

wiLi =

In∑
j=1

pijcij + piacia

where pij denotes the price paid for one unit of i’s good in location j. Assuming trade costs are iceberg τij
and the output market is competitive, pij = τijpi. The term cij denotes j’s demand for i’s good. As the
demand system is CES,

cij =

(
τijpi
Pj

)−σ
· αwjLj

Pj

Therefore,

wiLi =

In∑
j=1

(
τijpi
Pj

)1−σ
αwjLj +

(
τiapi
Pa

)1−σ α

1− β
waLa.
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As the labor market is competitive, pi = wi

Zy
i

, so,

wiLi =

In∑
j=1

(
τij

wi

Zy
i

Pj

)1−σ

αwjLj +

(
τiapi
Pa

)1−σ α

1− β
waLa,

and,

Pj =

(∑
i

(
τij

wi
Zyi

)1−σ
) 1

1−σ

,

closing the model.
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B.1 Allen et al (2024) proof application (Under construction!)

The equilibrium can be characterized as finding the solution to a nonlinear system in {wi, Li}, since Xi, Hi

and the population distribution within cities can all be solved in closed form, and prices are marginal costs.

The system resembles that of Allen and Arkolakis (2014) with three differences,

1. Agglomeration effects operate through urban density, not population, which depends on the ratio of
two endogenous variables Li and Xi, where Xi can be written as a function of wi and Li;

2. the agglomeration and congestion elasticities are spatially heterogeneous;

3. there is an outside sector (agriculture).

Of these, the third point is the most difficult to handle. I proceed in steps. First,

1. First, I show that the allocation of labor across cities Li, holding La fixed, exists and is unique given
the theorem of Allen et al. (forthcoming).

2. Once this is established, I can define an ‘urban sector welfare function’ Wu such that,

La =
va(La)

ε

(Wu(L− La))ε + va(La)ε
L

and show that this equation has a unique fixed point La, determining the equilibrium.

Since scaling constants are irrelevant to the application of Theorem 1 of Allen et al. (forthcoming), I subsume
them in constants Ãi,

First, the population distribution is pinned down by,

Li =

(
Ãiw

1−κi
i L−κi

i P−α
i

W

)ε
where W is the equilibrium expected welfare of agents. The price index remains,

Pi =

∑
j

τji(wj/Zj)
1−σ

 1
1−σ

And finally goods market clearing is,

wiLi =
∑
j

τ1−σij (wi/Zi)
1−σ P σ−1

j α̂wjLj + τ1−σia (wi/Zi)
1−σ P σ−1

a αwaLa

Finally,
Zi = Z̄i(Li/πX

2
i )
ζ

83



Since,
πX2

i = Z̃Xi (wiLi)
ρi

1+ρi

I define ωi = ρi
1+ρi

so that in equilibrium,

Zi = Z̄iL
ζ
i (wiLi)

−ωiζ = Z̄iL
ζ(1−ωi)
i w−ωiζ

i

so when land supply is perfectly inelastic ωi = 0 and the returns to population are the same as the returns to
density.

Using the population equation, we can write,

Pi =

(
Ãiw

1−κi
i L−κi

i

W
L
−1/ε
i

)1/α

= Âi(W)−1/αw
1−κi

α
i L

− 1
α
(κi+1/ϵ)

i

Now write market clearing as,

wiLi =
∑
j

τ1−σij (wi/Zi)
1−σ P σ−1

j α̂wjLj + τ1−σia (wi/Zi)
1−σ P σ−1

a αwaLa

=
∑
j

τ1−σij (wi/Zi)
1−σ

(
Âi(W)−1/αw

1−κi
α

j L
− 1

α
(κi−1/ϵ)

j

)σ−1

αwjLj

+ τ1−σia (wi/Zi)
1−σ P σ−1

a αwaLa

=
∑
j

τ1−σij

(
wi/Z̄iL

ζ(1−ωi)
i w−ωiζ

i

)1−σ (
Âi(W)−1/αw

1−κi
α

j L
− 1

α
(κi+1/ϵ)

j

)σ−1

αwjLj

+ τ1−σia (wi/Zi)
1−σ P σ−1

a αwaLa

w
σ+(σ−1)ωiζ
i L

1+(1−σ)ζ(1−ωi)
i = W

1−σ
α

∑
j

τ1−σij

(
Z̄i
)σ−1

Âσ−1
i αw

1+(σ−1)
1−κi

α
j L

1+(1−σ)κi+1/ϵ

α
j

+ τ1−σia (Zi)
1−σ P σ−1

a αwaLa
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The price index equation is,

Âi(W)−1/αw
1−κi

α
i L

− 1
α
(κi+1/ϵ)

i =

∑
j

τji(wj/Z̃j)
1−σ

 1
1−σ

w
1−κi

α
i L

− 1
α
(κi+1/ϵ)

i = Â−1
i (W)1/α

∑
j

τji(wj/Zj)
1−σ

 1
1−σ

w
(1−σ) 1−κi

α
i L

−(1−σ) 1
α
(κi+1/ϵ)

i = Âσ−1
i (W)

1−σ
α

∑
j

τji(wj/Zj)
1−σ


w

(1−σ) 1−κi
α

i L
−(1−σ) 1

α
(κi+1/ϵ)

i = Âσ−1
i (W)

1−σ
α

∑
j

τji(wj/Z̄jL
ζ(1−ωj)
j w

−ωjζ
j )1−σ


w

(1−σ) 1−κi
α

i L
−(1−σ) 1

α
(κi+1/ϵ)

i = Âσ−1
i (W)

1−σ
α

∑
j

τjiZ̄
σ−1
j L

(σ−1)ζ(1−ωj)
j w

(1−σ)(1−ωiζ)
j


To follow the proof technique of Allen et al. (forthcoming), I must define matrices whose entries are the
righthandside (B) and lefthandside (Γ) coefficients. However, the matrix of lefthandside coefficients depends
on the size agricultural sector in each market clearing equation. Holding the size of the agricultural sector
fixed, these elasticities are bounded above by the elasticities of the righthandside when not accounting for
agriculture. E.g., recall that if,

y = xa + b =⇒ d log y

d log x
= a

xa

xa + b
.

As it is required to apply the sup norm elementwise to the resulting matricesBΓ−1, I can replace the i-specific
elasticities with their upper bounds.

The matrix of righthandside coefficients,

B =

(
1 + (σ − 1)1−κiα 1 + (1− σ)κi+1/ϵ

α
(1− σ)(1− ωiζ) −(1− σ)ζ(1− ωi)

)
And for the lefthandside coefficients,

Γ =

(
σ + (σ − 1)ωiζ 1 + (1− σ)ζ(1− ωi)

(1− σ)1−κiα −(1− σ)κi+1/ϵ
α

)

To apply the theorem of Allen et al. (forthcoming), we must check whether the spectral radius of supi |BΓ−1|
is bounded above by 1. Analytically, solving for the eigenvalues does not yield a simple parameter restriction.
Instead, the condition can be numerically checked by taking the supi of the elasticities and then checking the
condition numerically. Figure A13 displays the results of this check. It would take very large values of the
agglomeration parameter ζ to give rise to an equilibrium that is not unique, and the quantified model is far
from the cutoff.
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Figure A13: Check that the calibrated model has a unique equilibrium, holding the size of La fixed. ‘Min
Congestion’ refers to mini κi while agglomeration refers to ζ.

Now that it is established that the equilibrium is unique holding fixed La, then the value of expected utility
in the urban sector must have a unique value. I must show that there is a unique La that solves,

La =
va(La)

ε

(Wu(L− La))ε + va(La)ε
L (19)

where,

Wu =

(
I∑
i=1

(vi(Li))
ε

)1/ε

.

There is a unique solution to (19) provided the righthandside slopes down in La. In elasticity form, the slope
of the righthandside is,

d logRHS of (19)
d logLa

=

(
1− La

L

)
ε

(
d log va
d logLa

− d logWu

d logLa

)
.

For the term d logWu

d logLa
is must be bounded above by maxi κi while, d log vad logLa

= β+ (1− β)µ = 0.25+ 0.75×
0.7 = 0.775. Numerically, the 99.9th percentile across κi is 0.4, so the equation is downward sloping in La.
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C Data descriptions

Table A8 lists all data sources used. All data processing was performed in Google Earth Engine before
exporting to CSV for analysis. Maps were produced in R.

Data Source Notes

Cities

Built volume within cities Global Human Settlement Layer
(GHSL)

10m×10m pixel extent aggre-
gated to 100m×100m using
Google Earth Engine

Global extent of cities Urban centers database (GHSL)
(Florczyk et al., 2019)

City polygons, names, countries,
area, and GDP (Kummu et al.,
2018) and population (GPW)

Cities’ central business districts Google Maps Unqueriable cities assigned poly-
gon centroids as the CBD

Cities’ elevation and slope NASADEM 30m resolution

Land cover Space Agency WorldCover
(Zanaga et al., 2022)

10m resolution

City soil content OpenLandMap 250m resolution – 1m band used
for all products

High-resolution nightlights VIIRS Nighttime Day/Night
Band Composites

463.83m resolution, 2015 an-
nual average DNB radiance val-
ues used.

City population Gridded Population of the World
(GPW)

City GDP (not nightlights-
extrapolated)

Kummu et al. (2018) Used for GDP extrapolation out-
side U.S./EU countries

Lower-resolution nightlights DMSP-OLS 927.67m resolution, Stable lights
used. 1992 used for 1990, 2013
used for 2015.

Regulatory burden Share of warehouse construction
costs allocated to permits, World
Bank ‘Doing Business’ survey

Cities’ transportation infrastruc-
ture

Average values of roadway
characteristics (weighted by road
length) from OSMnx (Boeing,
2024)

Variables like share of roads
paved, average road width, etc.
Values taken within 10 km of the
CBD or the maximum radius of
the city, whichever is smaller.

Continued on next page
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Table A8 – continued from previous page

Data Source Notes

Average travel distance between
cities

OpenStreetMaps Computed on the road network in
km

Countries

Agricultural share value-added
of GDP

World Development Indicators
(WDI)

I treat Taiwan as a separate en-
tity than China, and rely on data
from Our World In Data for its ag-
gregate statistics, and assign it the
agricultural share of value-added
from South Korea

Share of population employed in
agriculture

WDI

National GDP, USD WDI

PPP conversion factor WDI

Historical urbanized population
share

WDI

Cropland extent Thenkabail et al. (2021)

Cropland temperature and global
temperature

Berkeley Earth Surface Tempera-
tures (BEST)

Annual averages over cropland
(computed) and global tempera-
ture series

Average floorspace prices Liotta et al. (2022) See Appendix C.3

U.S. cities – for validation exercises

U.S. cities floorspace supply elas-
ticities

Baum-Snow and Han (2024)

U.S. cities land supply elasticities Saiz (2010)

Floorspace price gradients Zillow ZHVI 2-bedroom home data

Employment, commuting, and
residency patterns

Longitudinal Employer House-
hold Dynamics Longitudinal Ori-
gin Destination Employment Sur-
vey (LEHD-LODES)

Table A8: Data sources used in this project.

I now detail the data definitions used in the paper.
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C.1 Developable land

Following Saiz (2010) and Harari (2020), I define land as suitable for development if its slope does not exceed
15%, as measured by the NASADEM elevation data, which is available at the 30m resolution. I combining
this with the European Space Agency WorldCover data classifications. I refine the definition of land suitable
for development (developable land) if the land cover classification does not classify the land as bodies of
water, permanent ice, or permanent wetlands. For each 100m×100m pixel within a city, I compute the share
of land that is developable using this definition.

C.2 City GDP

The city GDP data provided by Kummu et al. (2018) matched to the cities in the data is measured with sub-
stantial error. This is because the data product takes subnational measures of output, temporarily extrapolates
them, and then population-weights them using the GPW to distribute that GDP over space. Consequently,
two cities in the same administrative unit in which GDP data is recorded do not differ in terms of GDP
per capita when appropriately using the GPW. While this is not a problem in the developed world, where
subnational output data often corresponds to cities’ political boundaries and is recorded annually, it is a sub-
stantial issue in the developing world where such data are available at irregular frequencies in time and at
very coarse spatial resolutions. For example, in their 2015 data, for many countries in sub-Saharan Africa,
GDP data is only available at the country level, meaning that income variation across cities within a nation
in these data are driven solely by the population data. Using this data in regression-based estimation would
bias all estimates downwards in developing nations!

To avoid spatially heterogeneous attenuation bias and provide a common definition of city income across
all cities, I instead rely on a high-resolution nighttime luminosity series from the VIIRS satellite data. This
data improves over the DMSP-OLS nightlights data in that it is available at a more granular spatial resolution
and does not suffer the well-known issues due to top and bottom coding in that time series. Moreover, it
is available for post-2012 years, while the DMSP-OLS is not. It is recommended as a superior product
for inferring local economic activity in the development literature. Indeed, Gibson et al. (2021) finds that
the“city lights-GDP relationship is twice as noisy with DMSP data than with VIIRS data.” To map average
radiance values over an urban boundary to city income, I run a regression of the form,

logGDPi = η logAverage city radiancei + ξn + ei

where ξi is a country fixed effect. I restrict the sample to only cities in the North America and Europe. I then
form predicted values out of sample,

ĜDP i = exp(η̂ logAverage city radiancei)

which I then rescale at the country level so that
∑

i ĜDP i is equal to the share of national income that is not
agricultural income. As I include country or city fixed effects in all regressions that rely on city GDP, this
scaling does not matter for estimation. Instead, its purpose is to match the market clearing constraints implied
by the model when quantifying the model. This procedure is similar to the procedure used in Ducruet et al.
(2024) when extrapolating port cities’ GDP. Table A9 reports the results of this regression.
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(1)

Log Average Radiance 0.922
(0.015)

R-squared 0.833
R-squared (within) 0.785
Observations 1,120

Table A9: The relationship between log VIIRS average radiance and city GDP from Kummu et al. (2018)
for cities in North America and Europe.

C.3 Average floorspace prices

When quantifying the model, Âi is identified alone off the data on population, income, the intercity trade
network, and the urban cost elasticity parameters, alongside other model elasticities. The terms ZHi /ψHn and
ZXi /ψ

X
n are identified using the urban cost elasticities and city income, floorspace, and area.

However, to compute the level of ZHi or ZXi , to make international comparisons in building productivity, I
require floorspace prices to disentangle ZHi and ZHi from their quality adjustment terms, ψHn and ψXn , which
are assumed constant within a nation. This does not matter for counterfactuals, since I hold ψH and ψX
terms constant and they enter the indirect utility function multiplicatively.

Built volume and income data alone cannot separate physical productivity in floorspace ZHi from its quality.
For example, the product ZHi /ψH appears as large as it is in New York as it is in Lagos, Nigeria. How-
ever, the quality of floorspace varies substantially across these cities; in short the term ψH is doing a lot of
work equating ‘perceived TFP’ from actual physical productivity. To net out these quality adjustment terms
requires floorspace prices which are not available at the city or even national level.

However, Liotta et al. (2022) recover data on floorspace prices for around 192 cities in 49 countries. I use
these data to construct average floorspace prices, for all countries around the world, which I predict using
machine learning, and then use the model’s market clearing constraints to recover ψH .

I take the average price of floorspace within a country using their regression-adjusted (e.g., accounting for
number of bedrooms) estimates at the country-currency-year level. I convert local currencies to USD using
the World Bank’s PPP deflator. I then use the U.S. CPI to adjust prices in different years to account for
U.S. inflation, to put all values in 2015 dollars, and then average these again, weighing by the number of
observations in a country-year-currency cell, to a country average.

This procedure gives me 49 observations of average floorspace prices around the world. For five countries,
the units provided in the data appear off, they are several orders of magnitude higher or lower than othe re-
ported observations, even when accounting for a nation’s GDP per capita. These are Cote d’Ivoire, Morocco,
Slovenia, Argentina, and Croatia. This still leaves me with ample coverage of developing and middle-income
nations: the data include Ethiopia, India, and Indonesia, for example.

I then train a random forest learner to predict average floorspace prices using the World Bank’s PPP deflator,
log GDP/capita, the size of a country, and the Z-score of the ‘building quality’ index from the World Bank’s
‘Doing Business’ survey. 67% of the variation in observed price is captured by the predicted price. Figure
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Figure A14: Predicted and observed floorspace prices using data from Liotta et al. (2022) and a random
forest learner.

A14. The values look reasonable. For the U.S., the average price per square meter is $1,960, or about $182
per square foot.
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D Estimation

This section details the estimation of the parameters of the urban technology: the commuting cost elasticity
(τi), the floorspace supply elasticity (γi), and the land supply elasticity (ρi).

D.1 Estimating cities’ skyline slopes, τiγi/β

First, for each city i, I estimate,

Hi(x, ϕ) = exp
(τiγi
β

log x+ ξi,ϕ + ti(x)
)

with a Poisson psuedo-maximum likelihood (PPML) estimator. The error term ti(x) represents measurement
error inHi(x, ϕ), and I assume logE[ti(x) | log x, ξi,ϕ] = 0, where ξi,ϕ are city-by-polar angle fixed effects.
I include 8 polar angle fixed effects for each city. Within each city, I bin observations into 100 bins of x and
reweight observations so that the weights are inversely proportional to the number of observations per bin,
so that there are the same effective number of observations at each distance horizon, undoing the mechanical
rise in observations as x increases due to the simple geometry of circles.

Calling θ̂PPML = − τ̂iγi
β , some estimates of θ̂ < 0 corresponding to an upward sloping skyline gradient,

inconsistent with the model. However, positive and near-zero estimates are on average estimated with less
precision than the majority of estimates around the mean, see the left panel of Figure A15. Consequently, to
ensure that θ̂ > 0 for all estimates, I employ an empirical Bayes’ shrinkage estimator,

θ̂PPML
i | θi ∼ N(θi, σi)

θi ∼ N(−∞,0)(θn, σn)
(20)

Where N(−∞,0)(θn, σn) is a truncated normal distribution over (−∞, 0) with mean θn for nation n, with a
country-specific standard error, as well.

The empirical Bayes’ estimates are θ̂EBi = E[θi | θ̂PPML
i ], given the model (20). As a truncated normal

prior is conjugate with a normal likelihood, estimation of θ̂EBi is straightforward, following Morris (1983).
Using properties of the normal distribution,

θi =
σ̂−2
i

σ̂i
−2 + σ̂n

−2 θ̂
PPML +

σ̂−2
n

σ̂−2
i + σ̂−2

n
θ̂n

B2
i = σ̂2i

σ̂−2
n

σ̂−2
i + σ̂−2

n

whereB2
i is the variance of the posterior distribution, f(θi | θ̂PPML

i ). The mean of the posterior distribution
is given by the Inverse Mills ratio. This object provides an analytic expression for the mean of the truncated
normal distribution given its parameters,

θ̂EBi = E[θi | θ̂PPML
i ] = θi −Bi

ϕ(−θi/Bi)
Φ(−θ/Bi)

(21)
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Figure A15: Left: precision of θ̂ (measured by a T -statistic), versus estimated values of θ.

where ϕ(·) and Φ(·) are the pdf and cdf of the standard normal distribution. This ensures posterior estimates
are contained on (−∞, 0).

Following Morris (1983), the variance σ2n is estimated by solving the fixed point of,

σ̂2n =

∑
i∈nWi

(
(θPPML
i − θ̄PPML

n )2 − σ2i
)∑

i∈nWi

θ̄PPML
n =

∑
i∈nWiθ̂

PPML
i∑

i∈nWi

Wi =
1

σ̂2i + σ̂2n
.

To solve the fixed point, I initialize σ̂n at 1, then,

Step 1. form Wi

Step 2. construct θ̄PPML
n

Step 3. estimate σ̂2n

and repeat steps 1-3 until σ̂2n converges. I do this for each nation n in the data.

Once σ̂2n, I construct Bi and form the estimated mean of the posterior conditional on θ̂PPML
i using equation

(21).

The right panel of A15 shows the density of the Poisson estimates (blue) and the distribution of the empirical
Bayes’ estimates (orange). The empirical Bayes’ estimates mainly shrink observations of θi > 0 towards the
mean, such that they fall below zero.
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D.2 Estimating the floorspace supply elasticity, γi

Implied by the model, I begin with the estimating equation,

log
H̄i

πX2
i

=
γi

1 + γi

(
logwi + log

Li
πX2

i

)
+ ai, (22)

where the error term ai is equal to,

ai =
1

1 + γi
log

(
ZHi
ψH

)
+ log


(
1− τi

2
1+γi
β

) γi
1+γi

1− τi
2
γi
β

 .

The error term reflects the endogeneity issue, that ZHi is observed but is correlated with city size Li in
equilibrium. The regressor wi is additionally endogenous, as,

wi = pi Z̄
y
i

(
Li
πX2

i

)ζ
︸ ︷︷ ︸

≡Zy
i

,

i.e., it is directly influenced by a city’s population and area through agglomeration effects, and indirectly,
through prices. Price endogeneity stems from the fact that goods demand slopes down. Larger cities pro-
duce more, moving down the demand curve and generating lower equilibrium prices. However, through the
structure of the model, this price effects can be controlled for by recovering the exogenous component of
wages, Z̄yi .

To handle the endogeneity of wi, I instrument for it using Z̄yi .

D.2.1 Constructing model-generated productivity instruments, Z̄yi

Using goods market clearing, these productivity terms are effectively observed without any knowledge of γi.
By goods market clearing,

wiLi =
∑

j=a,1,...,Nn

(
pij
Pj

)1−σ
αwjLj .

Plugging in for prices, where pij = δijpi,

wiLi =
∑

j=a,1,...,Nn

δ1−σij

 wi/Z
y
i(∑

k

(
δkj(wk/Z

y
k )
)1−σ) 1

1−σ


1−σ

αwjLj . (23)

Using wi and Li in the data, alongside {δij}, allows me to iteratively solve for Zyi by solving the fixed point
of the system (23), and then remove the endogenous component under the assumption that ζ = 0.04.

While these instruments allow me to recover the effect of wi on average height, an issue still remains: I only
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have the cross-section on building height, which means I cannot estimate city-specific γi. To handle this
issue, I model γi as a function of observables.

D.2.2 Projecting γi onto observables

I project γi onto city specific observables by assuming,

γi
1 + γi

= G′
iΓ

where Gi is a vector of city- or nation-level observables and Γ is a vector of coefficient loadings. Conse-
quently, I estimate,

γ̂i =
G′
iΓ̂

1−G′
iΓ̂
.

I estimate Γ by estimating,

log
H̄i

πX2
i

=
∑
k

(
ΓkGki × logwi +∆kGki log

Li
πX2

i

+ΘkGki

)
+ ξn + ãi, (24)

where ξn is a country fixed effect, and ãi is the error term. Gki is the value of kth observable for city i, and
I assume the k = 1th entry is a constant. I estimate (24) by two-stage least squares, using log Z̄yi and its
interactions with Gki as instruments.

In addition to a constant, I include in Gi the following variables: the share of developable land within 10km
of the CBD, the average slope of a city, the average elevation of a city, the average clay content in the soil at
1m, the average water content in the soil at 1m, the average soil density at 1m, the average sand content in
the soil at 1m, and the average share of construction costs allocated to permits from the World Bank ‘Doing
Business’ survey.43

For each variable, I use an arctangent transformation. In particular, I standardize the variable by substracting
the mean and dividing by the standard deviation across cities to construct G̃ki so that,

Gki = arctan
(π
2
G̃ki

)
.

This ensures that values ofGki ≈ G̃ki within one standard deviation, but outliers have a log-like transformation
applied. Multiplying by π/2 ensures that transformation maps 1 to 1 and −1 to −1, and the function is
approximately linear in that interval. The reason I do this is that this is purely a predictive exercise, so I am
not interested in recovering the causal effect of a variable on the floorspace supply elasticity. Instead, I am
more concerned with the predicted value of γi for outliers in the data. Moreover, because constructing γi
requires a nonlinear transformation, I must ensure that values

∑
kG

′
iΓ̂
k ∈ (0, 1) as implied by theory, which

allows γ̂i to be well-defined.

The left column of Table A10 reports results from this regression.
43See: https://archive.doingbusiness.org/en/data/exploretopics/dealing-with-construction-permits
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D.3 Estimating the land supply elasticity, ρi

The model implies the relationship,

log πX2
i =

ρi
1 + ρi

logwiLi + bi

where,

bi = log π + log
ZXi
ψX

reflecting the endogeneity of the regressor: higher ZXi cities are larger in equilibrium.

Unlike city average height, which is only available in the cross-section, I have the time series on area for
years t =1990, 2000, and 2015 (1975 is available for area, but not income).

To identify ρi, I rely on the time series. Identification comes from the idea that, that the intercept of the land
supply curveZXi is driven by time-invariant factors, and common shifts do to changes in commonly-available
building technology. My estimating equation is,

logAreait =
∑
k

(
ΩkGki × logGDPit

)
+ ξi + ξrt + b̃i, (25)

where ξi, and ξrt are city and region-year fixed effects and Area is the sample analog of πX2
i and GDPit is

the sample analog of witLit. In essence, the idea is these fixed effects hold the land supply curve fixed so
that residual movement in GDPit and Areait traces out movement along the land supply curve from shifts
in demand. Ωk is a vector of coefficients so that,

ρ̂i =
G′
iΩ̂

1−G′
iΩ̂
.

However an issue remains: how to construct GDPit. In the estimation sample used for estimating γi and
used in the quantification of the model, city GDP is constructed using a high-resolution nightlights series; see
Section C.2. This data (the VIIRS) are unavailable historically (the VIIRS satellite was launched in 2011).

This leaves me with two potential sources of historical city GDP data: that from Kummu et al. (2018) and
extrapolated data from the DMSP-OLS nightlights series. The data from Kummu et al. (2018) are downscaled
subnational accounts data that are population weighted using gridded population of the world. Cities that fall
in the same spatial unit in which GDP data is available only differ in income according to their population.
In developing nations, the data is very spatially coarse and therefore city income is measured with substantial
error. In the DMSP-OLS series, the resolution of the data is quite coarse, there is substantial top- and bottom-
coding, and the pixel values are not well-calibrated so as to make year-over-year comparisons. In short,
both of these potential income time series are measured with considerable error. Measurement error in the
regressor of interest would bias the coefficient downwards.

To overcome this, I treat the measurement error in the Kummu et al. (2018) data as classical and instrument
for the reported values using the DMSP-OLS nightlights. To form instruments, I use the log of the sum
of pixel values in the DMSP-OLS series within each UCDB city shapefile for years 1992 (associated with
1990), 2000, and 2012 (associated with 2015). I interact the instrument with covariates in Gi to form a full
set of instruments.
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Column (2) of Appendix Table A10 reports the results of this regression. The share of developable land
available is the largest driver of differences in the land supply elasticity across space.

(1) (2)
Log average height Log area

Constant 0.447 0.371
(0.0307) (0.0722)

Developable share -0.0198 0.262
(0.0322) (0.0440)

Slope -0.0109 0.0525
(0.00599) (0.00787)

Elevation -0.0300 0.0393
(0.00621) (0.00815)

Clay -0.0484 -0.0195
(0.00685) (0.00961)

Soil water 0.0370 -0.0303
(0.00817) (0.0109)

Soil density 0.0223 -0.0122
(0.00681) (0.00981)

Sand -0.0574 -0.0376
(0.00711) (0.00951)

Permit share of warehouse cost -0.0166 0.0476
(0.0131) (0.0215)

Country fixed effects ✓ ✓
City fixed effects ✓
N 9,132 26,574
Kleibergen-Paap F -statistic 201.0 22.59

Table A10: Estimation results. Column (1) reports estimates of Γk from estimating (24). Column (2) reports
estimates of Ωk from estimating (25). Standard errors clustered at the city level in parentheses.
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E Model validation

The model makes several assumptions that I seek to validate in a context where data is abundant: the United
States. First, I test the model’s strongest assumption: urban monocentricity. To test for monocentricity, I
examine how several model predictions bare out in data on residency, employment, and commuting patterns
and housing prices in U.S. data. I then examine how well my measures of τi, γi and ρi predict prices and price
and population gradients within U.S. cities. Finally, I examine whether my estimates of these elasticities are
consistent with other estimates in the literature.

First, I test whether commute distance increases in a resident’s distance to the CBD, whether the residency
gradient is decreasing in distance to the CBD, whether employment is primarily concentrated in the CBD, and
whether floorspace prices fall in distance to the CBD. On all four counts, the data hold up to the assumptions
of the monocentric city model. I rely on the Longitudinal Employer-Household Dynamics (LEHD) Origin-
Destination Employment Statistics data (LODES) for commuting patterns and the spatial distribution of
residency and employment in U.S. cities, and Zillow’s Home Value Index (ZHVI) for data on home prices
at the zipcode (zip5) level. The LODES data provide census block-to-block tabulations of commuting flows,
which I aggregate to the census tract level in 2015. In the ZHVI, I examine the average price of a 2-bedroom
home in 2015.

Average commute length Density gradient

(1) (2) (3) (4) (5)
Residents Workers Residents Workers Resident gradient

Distance to CBD (km) 0.203 0.315
(0.033) (0.069)

Log distance to CBD -0.765 -1.258
(0.022) (0.023)

τi 0.680
(0.536)

γi 0.103
(0.081)

Log population -0.132
(0.014)

R-squared 0.837 0.541 0.358 0.371 0.301
Within R-squared 0.017 0.015 0.208 0.272
City FE ✓ ✓ ✓ ✓
WLS ✓
Observations 37,990,129 52,253,072 15,455 15,542 322

Table A11: Regressions of average commute length (as the crow flies) and the population and employment
density gradient as a function of distance to a city’s CBD (columns 1-4), controlling for city fixed effects.
Robust standard errors in parentheses. Column 5 regresses the estimated resident density gradient against
estimated parameters τi, γi, controlling for a city’s population. WLS refers to weighted least squares; I
reweight observations to undo the mechanical rise in observations as you leave the CBD.
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(1) (2) (3) (4) (5) (6)
Log ZHVI Price gradient Price gradient Price gradient Log ZHVI Log ZHVI

Log distance to CBD -0.102
(0.036)

τi 1.119 2.590 2.114 -0.968 -1.780
(0.653) (0.673) (0.820) (0.779) (0.777)

γi 0.006 -0.181 -0.201
(0.114) (0.113) (0.115)

ρi -0.288 -0.250
(0.086) (0.084)

Log population 0.132 0.112
(0.025) (0.034)

R-squared 0.748 0.025 0.101 0.431 0.042 0.084
R-squared (within) 0.160
City FE ✓
WLS ✓ ✓ ✓
At least 10 zipcodes ✓ ✓
Observations 3,006 259 103 103 320 320

Table A12: Column 1 reports a regression of the floorspace price gradient in U.S. cities. Columns 2-4 regress
the price gradient on τi and γi in different samples. Columns 3 and 4 drop cities with too few observations
(<10) which makes price gradient estimation very noisy. Columns 5-6 regress average floorspace prices at
the city level on model parameters. Robust standard errors in parentheses.

Appendix Table A11 displays correlations between variables computed using the LODES and the distance
to a city’s CBD, subset on the U.S. cities I consider in the main analysis. First, I regresses the average com-
mute length taken by a residents and workers on the distance of their home tract to their CBD, controlling
for city fixed effects. A one kilometer increase in distance from the CBD increases the average commute
length by a resident 0.4km (column 1, s.e. 0.03). However, the average commute length taken by a worker
does not depend on the workplace’s distance to the CBD, except in the core, where the average commute
length is greater, consistent with longer distance commuters working in the core. These relationships are
visually apparent in the data (Appendix Figure A16). I then compute the slope of the log population and
log employment density gradients with respect to log distance to the CBD. Both are strongly negative. The
employment density gradient is 68% steeper than the resident population density gradient. Visually, popula-
tion density is well approximated by a log linear relationship in distance to the CBD (Appendix Figure A17,
left panel) but the employment density gradient is substantially steeper in the core than the periphery (right
panel), consistent with most productive activity occurring in the CBD.

I now turn towards price data. Appendix Table A12 shows that the average price gradient in U.S. cities in this
data is -0.1 (column 1, s.e., 0.03). Recall from the model that the floorspace gradient falls at rate −τi/β. The
ZHVI data contains home prices for a ‘typical’ two-bedroom home, so floorspace is likely not fixed across
space. Per person floorspace demand increases farther from the CBD as prices fall, and so the squarefootage
of the average two-bedroom home likely increases in distance to the CBD, biasing the estimate of the gradient
down. I compute the slope of the ZHVI price data for each city, and regress measures of each city’s price

99



Figure A16: Conditional binscatters of resident commute distance as a function of distance to the CBD, and
the average distance taken by workers at a location, as a function of distance to the CBD in the LEHD-LODES
data.

gradient on my measures of τi and γi. In cities with at least ten zipcodes with price data, the coefficient on τi
is 2.59 (column 3, s.e. 0.67). Controlling for a city’s log population attenuates the estimate slightly to 2.11.
Consistent with the theory, γi is not predictive of the price gradient (coefficient 0.01, s.e. 0.11). However in
column 5 of Appendix Table A11, I regresses a city’s population gradient on τi and γi and find that they both
positively predict the population gradient, as the model suggests. Conditioning on a city’s log population,
the average log ZHVI for a city is decreasing in τi, γi, and ρi. This pattern is consistent with high τi being
a negative amenity reflected in prices. Moreover, cities with more elastic floorspace supply (γi) and land
supply (ρi) have lower prices in equilibrium, agreeing with the logic of the model (Appendix Table A12,
column 6).

While there has been little work estimating floorspace supply elasticities globally, there is comparable work in
the United States. Baum-Snow and Han (2024) computes estimates of a similar floorspace supply parameter
across U.S. census tracts and aggregates them to metropolitan areas.44 The left panel of Appendix Figure A18
plots my estimates against theirs. The correlation is weakly positive, though my estimates are twice as large.
Unlike their estimates, I estimate mine in the cross-section and thus they reflect long-run floorspace supply
elasticities. Their estimates reflect within-city, short-run elasticities, and capture city-specific regulations,
which may explain the magnitude of my estimates and why they fail to capture some of the variation in γi
across metro areas in the United States.45

44Their conceptual definition of a housing supply elasticity combines both my ‘build up’ (γi) and ‘build out’ (ρi) elasticities
within a census tract, but not a metro area as a whole.

45Nonetheless, my estimates do capture some of the variation one might anticipate given stories of inelastic housing supply due to
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Figure A17: Conditional binscatters of population and employment density gradients within U.S. cities in
the LODES data.

Similarly focused on U.S. metro areas, Saiz (2010) develops a framework in which the share of developable
land directly affects the housing supply elasticity, and estimates parameters that are analogous to my land
supply elasticities by regressing home values against the (instrumented) stock of houses, interacted with data
on developable land and land use regulations across U.S. metro areas. My land supply estimates are strongly
positively correlated with those in his study (Appendix Figure A18).

zoning regulations in cities in major U.S. metro areas. For example, I estimate relatively inelastic floorspace supply in Los Angeles,
San Jose, and New York, compared to Chicago, which is known to have fewer housing supply restrictions.
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Figure A18: Left: correlation of γi with housing supply elasticities across U.S. metro areas from Baum-
Snow and Han (2024). Right: correlation of ρi with land supply elasticities across U.S. metro areas from
Saiz (2010)
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Figure A19: Country level changes in welfare and urbanization from raising building productivity to the U.S.
level. Left: percent change in welfare vs. log GDP/capita. Right: percentage point change in the share of
the population living in cities vs. log GDP/capita.

F Additional counterfactuals

F.1 Lowering the level of urban costs

In this section, I focus on raising building productivity, (ZHi )
β

1+γi (ZXi )
β

1+γ
− τi

2 , so that the average level
across countries is equal to the average in the United States. Doing so has a direct effect on the cost of living in
cities (by lowering floorspace prices), and additionally draws workers out of the agricultural sector. Moreover,
by increasing the size of cities, urban productivity in goods production increases due to agglomeration forces.

Figure A19 displays the results of this exercise. In the left panel, the percentage gain in welfare is plotted
against a nation’s GDP/capita. Welfare gains are highest in the developing world. Low-income nations
experience consumption equivalent welfare gains on average of 56%, compared to only 14% in the rich world.
Mapping these percent changes onto the baseline level of (PPP-adjusted) GDP/capita, this implies a decrease
in international inequality. The global Gini coefficient falls from 0.47 to 0.42, about an 11% decline. The
share of population living in cities rises dramatically in the developing world, around 7.6 percentage points
on average, compared to<1pp in the rich world. Shutting down endogenous urbanization, the welfare gain in
the developing world falls to 51%, showing that drawing workers out of agriculture to cities is an important
part of gains from lowering urban costs. Agglomeration forces only play a small role: fixing the baseline
level of Zyi lowers the welfare gain in the developing world by one percentage point.
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Figure A20: Effects of an agricultural productivity shock on urbanization and welfare against their average
urban cost elasticity. Countries split by terciles of their baseline share of the population living in cities. Left:
percentage point change in urbanization. Right: percentage change in welfare.

F.2 Structural transformation through agricultural productivity growth

I simulate the effects of an agricultural productivity increase of 30%, which is roughly on the order of the
Green Revolution experienced in the developing world from 1960-1970 in which high-yield crop varieties
were introduced and dramatically increased yields.46 In closed economies, agricultural productivity growth
can spur rural-to-urban migration when demand for the agricultural good is relatively inelastic. This reallo-
cation of labor can generate additional gains in the presence of urban externalities, while in open economies
these effects can be reversed (Matsuyama, 1992). As I model nations in autarky, I focus only on the first
mechanism. Nunn and Qian (2011) provide evidence of urbanization over 1700-1900 driven by agricultural
productivity growth, while Moscona (2019) provides cross-country evidence consistent with this mechanism
during the Green Revolution. In the quantitative implementation of my model, the agricultural TFP shock
puts enough downward pressure on its price to free up agricultural labor. This general equilibrium effect is
small as the model omits the necessary ingredient of a household demand elasticity for agricultural goods
less than 1 required to match movements in prices and quantities observed in the structural transformation
literature (Caselli and Coleman, 2001). The hypothesis of this paper is that the gains from urbanization
brought by agricultural productivity growth hinge on the ability for cities to scale with size. In countries
with high urban cost elasticities, this mechanism ought to be impaired.

46Evenson and Gollin (2003) estimate that average growth in agricultural production in the ‘early Green Revolution’ was on
average about 2.8%. Over ten years, this compounds to slightly over a 30% increase in output.
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Figure A20 plots the results of this counterfactual on country-level urbanization rate (left) and welfare (right).
I divide countries into terciles by how urbanized they are at baseline. In the least urbanized countries, the
agricultural productivity shock leads to a modest reallocation of labor from the agricultural to the urban
sector, and this relationship is strongly decreasing in the average urban cost elasticity. For countries in the
middle and top tercile of baseline urbanization, the shock results in smaller shifts to the urban sector and
a weaker negative correlation with the average urban cost elasticity. Similar results hold for welfare: gains
are largest in the least urbanized countries, and countries with a higher urban cost elasticity on average
experience smaller welfare gains. However, this correlation with the average urban cost elasticity is weaker
in the least-urbanized countries, suggesting that the welfare gain depends more on the aggregate expenditure
share on agricultural output than it does on the ability of the urban sector to absorb the labor released from
the agricultural sector.
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